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LHC

27 km tunnel, ~100 m 
underground.
pp collisions @7-8 TeV 
in Run I (2011-2). Now 
13 TeV (just stopped).
Bunches of ~1011 p 
crossing every 50 ns →  
25 ns.
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Now!
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Available data (this talk) Now!
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CMS
Multipurpose 
detector:

Designed to search 
and study new 
particles with 
masses ~0.1 - 1 TeV.

New particles 
would decay to 
bottom quarks.
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Track & μ pT resolution ~ 1.5%
PV (xy) resolution ~ 20 μm
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<μ>2011 = 8
<μ>2012 =21   <μ>2015 ~ 40
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B MESON PRODUCTION @ 7 TEV
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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FIG. 1 (color online). Projections of the fit results in MB (top)
and ct (bottom) for pB

T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
prompt J=c , peaking b !b, and J=c#þ (dot-dashed brown).
For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated
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FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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FIG. 1 (color online). Projections of the fit results in MB (top)
and ct (bottom) for pB

T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
prompt J=c , peaking b !b, and J=c#þ (dot-dashed brown).
For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
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FIG. 2 (color online). Measured differential cross sections
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T (top) and d"=dyB (bottom) compared with the theory
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branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and

 |y|0B

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

b)µ
>5

 G
eV

) (
B T

X
; p

0
 B

→
/d

y(
pp

σd

0

2

4

6

8

10

12

14

16

18
CMS data

Pythia 6 (MSEL = 1, CTEQ6L1, Z2)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

 = 7 TeVsCMS
-1L = 40 pb

(b)

Branching fraction (3.8%) and Luminosity (4%) uncertainties not shown

 [GeV]
T

 p0B

5 10 15 20 25 30 35 40

b/
G

eV
)

µ
|<

2.
2)

 (
B

X
; |

y
0

 B
→

(p
p

T
/d

p
σ d

-210

-110

1

10
CMS data

Pythia 6 (MSEL = 1, CTEQ6L1, Z2)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

 = 7 TeVsCMS
-1L = 40 pb

(a)

Branching fraction (3.8%) and Luminosity (4%) uncertainties not shown

FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.

PRL 106, 252001 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending
24 JUNE 2011

252001-4

The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
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FIG. 2 (color online). Measured differential cross sections
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systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
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of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated
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FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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T > 5 GeV and jyBj< 2:4. The curves in
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
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DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);

 [GeV]
T

 p+B
5 10 15 20 25 30

b/
G

eV
]

µ
X;

 |y
| <

 2
.4

) [
+

 B
→

 (p
p 

T
/d

p
σd

-210

-110

1

10

PYTHIA (MSEL 1, D6T, CTEQ6L1)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

CMS Data

 = 7 TeVsCMS
-1L = 5.8 pb

BF (3.5%) and Lumi (11%) uncertainties not shown

 y+B
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

b]µ
 >

 5
 G

eV
) [

+
B T

X;
 p

+
 B

→
/d

y 
(p

p 
σd

0

2

4

6

8

10

12

PYTHIA (MSEL 1,D6T,  CTEQ6L1)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

CMS Data

 = 7 TeVsCMS
-1L = 5.8 pb

BF (3.5%) and Lumi (11%) uncertainties not shown

FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
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results.
In summary, the first measurements of the B0
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cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at
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p ¼ 7 TeV, have
been presented. The results cover the kinematical window
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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of the individual uncertainties, and is summarized in
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the branching fractions [14].
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to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
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of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated
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FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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FIG. 1 (color online). Projections of the fit results in MB (top)
and ct (bottom) for pB

T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
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For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.

 [GeV]BM

5 5.1 5.2 5.3 5.4 5.5

E
ve

nt
s 

/ (
 0

.0
15

 G
eV

)

0

50

100

150

200

250

300

5 5.1 5.2 5.3 5.4 5.5
0

50

100

150

200

250

300  = 7 TeVsCMS
-1L = 5.8 pb
mµct > 100 

ct [cm]

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

E
ve

nt
s 

/ (
 0

.0
09

5 
cm

 )

-210

-110

1

10

210

310

410

ct [cm]

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

E
ve

nt
s 

/ (
 0

.0
09

5 
cm

 )

-210

-110

1

10

210

310

410
 = 7 TeVsCMS

-1L = 5.8 pb

FIG. 1 (color online). Projections of the fit results in MB (top)
and ct (bottom) for pB

T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
prompt J=c , peaking b !b, and J=c#þ (dot-dashed brown).
For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.

PRL 106, 112001 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

18 MARCH 2011

112001-4

section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
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T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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between the two theory predictions, indicating internal
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In summary, the first measurements of the B0

s differential
cross sections d#=dpB
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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on the signal yield and efficiencies, which are uncorrelated
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and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
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the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
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muon tracking (1%), K0
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displaced hadronic track efficiency and is measured by
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S lifetime with the known
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taken as 100% of the correction applied to account for
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reweighted and unreweighted results (3%–5%) is taken as
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tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].
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T and
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tion and in agreement with the MC@NLO prediction within
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$6:2 !b) and below
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross

)2 invariant mass (GeV/cφψJ/

5.2 5.25 5.3 5.35 5.4 5.45 5.5 5.55 5.6 5.65

)2
E

ve
nt

s 
/ (

0.
01

8 
G

eV
/c

0

20

40

60

80

100

120

140

160

180

200

220

)2 invariant mass (GeV/cφψJ/

5.2 5.25 5.3 5.35 5.4 5.45 5.5 5.55 5.6 5.65

)2
E

ve
nt

s 
/ (

0.
01

8 
G

eV
/c

0

20

40

60

80

100

120

140

160

180

200

220

 = 7 TeVsCMS
-1L = 40 pb

(a)

ct > 0.01 cm

ct (cm)

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

E
ve

nt
s 

/ (
0.

01
 c

m
)

-110

1

10

210

310

410

ct (cm)

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

E
ve

nt
s 

/ (
0.

01
 c

m
)

-110

1

10

210

310

410

 = 7 TeVsCMS
-1L = 40 pb

(b)

FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.

 [GeV]BM

5 5.1 5.2 5.3 5.4 5.5

E
ve

nt
s 

/ (
 0

.0
15

 G
eV

)

0

50

100

150

200

250

300

5 5.1 5.2 5.3 5.4 5.5
0

50

100

150

200

250

300  = 7 TeVsCMS
-1L = 5.8 pb
mµct > 100 

ct [cm]

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

E
ve

nt
s 

/ (
 0

.0
09

5 
cm

 )

-210

-110

1

10

210

310

410

ct [cm]

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

E
ve

nt
s 

/ (
 0

.0
09

5 
cm

 )

-210

-110

1

10

210

310

410
 = 7 TeVsCMS

-1L = 5.8 pb
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated
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FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);

 [GeV]
T

 p+B
5 10 15 20 25 30

b/
G

eV
]

µ
X;

 |y
| <

 2
.4

) [
+

 B
→

 (p
p 

T
/d

p
σd

-210

-110

1

10

PYTHIA (MSEL 1, D6T, CTEQ6L1)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

CMS Data

 = 7 TeVsCMS
-1L = 5.8 pb

BF (3.5%) and Lumi (11%) uncertainties not shown

 y+B
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

b]µ
 >

 5
 G

eV
) [

+
B T

X;
 p

+
 B

→
/d

y 
(p

p 
σd

0

2

4

6

8

10

12

PYTHIA (MSEL 1,D6T,  CTEQ6L1)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

CMS Data

 = 7 TeVsCMS
-1L = 5.8 pb

BF (3.5%) and Lumi (11%) uncertainties not shown

FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
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of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
prompt J=c , peaking b !b, and J=c#þ (dot-dashed brown).
For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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state radiation and mismeasured track momenta on the
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rectly from data, while the last three are determined by
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tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
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of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].
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T and
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T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross

)2 invariant mass (GeV/cφψJ/

5.2 5.25 5.3 5.35 5.4 5.45 5.5 5.55 5.6 5.65

)2
E

ve
nt

s 
/ (

0.
01

8 
G

eV
/c

0

20

40

60

80

100

120

140

160

180

200

220

)2 invariant mass (GeV/cφψJ/

5.2 5.25 5.3 5.35 5.4 5.45 5.5 5.55 5.6 5.65

)2
E

ve
nt

s 
/ (

0.
01

8 
G

eV
/c

0

20

40

60

80

100

120

140

160

180

200

220

 = 7 TeVsCMS
-1L = 40 pb

(a)

ct > 0.01 cm

ct (cm)

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

E
ve

nt
s 

/ (
0.

01
 c

m
)

-110

1

10

210

310

410

ct (cm)

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

E
ve

nt
s 

/ (
0.

01
 c

m
)

-110

1

10

210

310

410

 = 7 TeVsCMS
-1L = 40 pb

(b)

FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
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NSFC (China); COLCIENCIAS (Colombia); MSES
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NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
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T (top) and d"=dyB (bottom) compared with the theory
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branching fraction and luminosity uncertainties. The solid and
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respectively. The solid red line is the PYTHIA prediction.
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated

 (GeV)Bm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7

C
an

di
da

te
s 

/ (
 0

.0
25

 G
eV

 )

0

200

400

600

800

1000

1200

 (GeV)Bm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7

C
an

di
da

te
s 

/ (
 0

.0
25

 G
eV

 )

0

200

400

600

800

1000

1200

CMS data
ΨPrompt J/

  + peaking B
  + non-peaking B
  + signal(a)

 = 7 TeVsCMS
-1L = 40 pb

ct (cm)
-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

C
an

di
da

te
s 

/ (
 0

.0
04

5 
cm

 )

-110

1

10

210

310

ct (cm)
-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

C
an

di
da

te
s 

/ (
 0

.0
04

5 
cm

 )

-110

1

10

210

310

 = 7 TeVsCMS
-1L = 40 pb

CMS data
ΨPrompt J/

  + peaking B
  + non-peaking B
  + signal

(b)

FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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respectively. The solid red line is the PYTHIA prediction.
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
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dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0
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T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at
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p ¼ 7 TeV, have
been presented. The results cover the kinematical window
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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on the signal yield and efficiencies, which are uncorrelated
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of the individual uncertainties, and is summarized in
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated
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FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);

 [GeV]
T

 p+B
5 10 15 20 25 30

b/
G

eV
]

µ
X;

 |y
| <

 2
.4

) [
+

 B
→

 (p
p 

T
/d

p
σd

-210

-110

1

10

PYTHIA (MSEL 1, D6T, CTEQ6L1)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

CMS Data

 = 7 TeVsCMS
-1L = 5.8 pb

BF (3.5%) and Lumi (11%) uncertainties not shown

 y+B
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

b]µ
 >

 5
 G

eV
) [

+
B T

X;
 p

+
 B

→
/d

y 
(p

p 
σd

0

2

4

6

8

10

12

PYTHIA (MSEL 1,D6T,  CTEQ6L1)

 = 4.75 GeV)
b

MC@NLO (CTEQ6M, m

MC@NLO total uncertainty

CMS Data

 = 7 TeVsCMS
-1L = 5.8 pb

BF (3.5%) and Lumi (11%) uncertainties not shown

FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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FIG. 1 (color online). Projections of the fit results in MB (top)
and ct (bottom) for pB

T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
prompt J=c , peaking b !b, and J=c#þ (dot-dashed brown).
For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
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FIG. 2 (color online). Measured differential cross sections
d"=dpB
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predictions. The error bars are the statistical uncertainties, while
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branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
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• Quite good agreement with MC@NLO.
• Pythia failing mainly in normalization and w.r.t. rapidity.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.

S. CHATRCHYAN et al. PHYSICAL REVIEW D 84, 052008 (2011)

052008-4

B0s

functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
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of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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B+

(J/ψK+)

mass distribution is found to be in good agreement with the
world-average value [14].

The B0 candidates are formed by combining a J=c
candidate with aK0

S candidate. A kinematic fit is performed
with the two muons and the K0

S candidate, in which the
invariant masses of the J=c and K0

S candidates are con-
strained to their world-average values [14]. The B0 vertex
fit confidence level is required to be greater than 1% and
the reconstructed B0 mass mB must satisfy 4:9<mB <
5:7 GeV. When more than one candidate in a single event
passes all the selection criteria, only the candidate with the
highest B0 vertex fit confidence level is retained, which
results in the correct choice 99% of the time in simulated
events containing a true signal candidate. A total of 23 174
B0 candidates pass all selection criteria.

The efficiency of the B0 reconstruction is computed with
a combination of techniques using the data and large
samples of fully simulated signal events generated by
PYTHIA 6.422 [16], decayed by EVTGEN [17], and simulated
by GEANT4 [18]. The trigger and muon-reconstruction
efficiencies are obtained from a large sample of inclusive
J=c ! !þ!" decays in data using a technique similar to
that described in Ref. [19], where one muon is identified
with stringent quality requirements, and the second muon
is identified using information either exclusively from the
tracker (to measure the trigger and muon-identification
efficiencies), or from the muon system (to measure the
silicon tracking efficiency). Since the dimuon efficiencies
are calculated as the product of the measured single muon
efficiencies, a correction (1%–6%), obtained from the
simulation, is applied to take into account efficiency
correlations between the two muons. The probabilities
for the muons to lie within the kinematic acceptance region
and for the B0 and K0

S candidates to pass the selection
requirements are determined from the simulated events. To
minimize the effect of the PYTHIA modeling of the pB

T and
jyBj distributions on the efficiency calculation, the simu-
lated events are reweighted to match the kinematic
distributions observed in the data. The efficiencies for
hadron-track reconstruction [20], K0

S reconstruction [21],
and for fulfilling the vertex quality requirement are found
to be consistent between data and simulation within the
available precision (up to 5%).

The proper decay length of each selected B0 candidate is
calculated as ct ¼ ðmB=p

B
T ÞLxy, where the transverse de-

cay length Lxy is the vector ~s pointing from the primary
vertex [15] to the B0 vertex projected onto the B0 trans-
verse momentum vector: Lxy ¼ ð~s & ~pB

TÞ=j ~pB
T j.

Backgrounds are dominated by prompt and nonprompt
J=c production, with nonprompt contributions from
sources peaking and nonpeaking in mB, as shown in
Fig. 1. In particular, misreconstructed b-hadron decays to
final states with a J=c , such as B ! J=cK'ð892Þ, produce
a broadly peaking structure in the regionmB < 5:2 GeV. A
study of the dimuon invariant mass distribution confirms

that the contamination from events containing a misidenti-
fied J=c is negligible after all selection criteria have been
applied.
The signal yields in each pB

T and jyBj bin are obtained
using an unbinned extended maximum-likelihood fit to mB

and ct. The likelihood for event j is obtained by summing
the product of yield ni and probability density P i for each
of the signal and background hypotheses i. Four individual
components are considered: signal events, prompt J=c
events, nonprompt b ! J=c events that peak inmB (peak-
ing), and nonprompt b ! J=c events that do not peak in
mB (nonpeaking). The extended likelihood function is the
product of likelihoods for all events:

L ¼ exp
!
"
X4

i¼1

ni

"Y

j

#X4

i¼1

niP iðmB; ~"iÞP iðct; ~#iÞ
$
: (1)

The probability density functions (PDFs), P i, with shape

parameters ~"i for mB and ~#i for ct, are evaluated
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FIG. 1 (color online). Projections of the fit results in (a) mB

and (b) ct for pB
T > 5 GeV and jyBj< 2:2. The curves in each

plot are as follows: the sum of all contributions (blue solid line);
the prompt J=c (green dotted); the sum of the prompt J=c
and peaking background (red dashed), and the sum of all back-
grounds (purple dot-dashed).
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
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FIG. 2 (color online). Measured differential cross sections
d"=dpB

T (top) and d"=dyB (bottom) compared with the theory
predictions. The error bars are the statistical uncertainties, while
the (yellow or light gray) band represents the sum in quadrature
of statistical and systematic uncertainties, excluding the common
branching fraction and luminosity uncertainties. The solid and
dashed blue lines are the MC@NLO prediction and its uncertainty,
respectively. The solid red line is the PYTHIA prediction.
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FIG. 1 (color online). Projections of the fit results in MB (top)
and ct (bottom) for pB

T > 5 GeV and jyBj< 2:4. The curves in
each plot are the sum of all contributions (solid blue line); signal
(dashed red); prompt J=c (dotted green); and the sum of non-
prompt J=c , peaking b !b, and J=c#þ (dot-dashed brown).
For better visibility of the individual contributions, the MB

plot includes a requirement of ct > 100 !m.
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functions [29]. The uncertainty on the predicted cross
section is calculated by varying the renormalization and
factorization scales by a factor of 2, mb by !0:25 GeV,
and by using the CTEQ6.6 parton distribution set. For
reference, the prediction of PYTHIA is also included, using
a b-quark mass of 4.8 GeV, CTEQ6L1 parton distributions
[29], and the D6T tune [30] to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV
and jyBj< 2:4 is calculated as the sum over all pB

T bins and
is found to be 28:1! 2:4! 2:0! 3:1 !b, where the
first uncertainty is statistical, the second is systematic
(including the branching fraction uncertainty), and the
last is from the luminosity measurement. This result lies
between the predictions of MC@NLO, 25:5þ8:8

#5:4ðscaleÞþ2:5
#1:8 &

ðmassÞ ! 0:8ðPDFÞ !b, and PYTHIA (48:1 !b).
In summary, first measurements of the total and

differential cross sections for charged B production in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV using the decay B! ! J=cK!

have been presented. The measurements cover the
range jyBj< 2:4 and pB

T from 5 GeV to greater than
30 GeV. The result is in reasonable agreement with the

predictions of MC@NLO in terms of shape and absolute
normalization.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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The cross section is affected by systematic uncertainties
on the signal yield and efficiencies, which are uncorrelated
bin-to-bin and can affect the shapes of the distributions,
and by uncertainties on the branching fractions and lumi-
nosity, which are common to all bins and only affect the
overall normalization. The uncertainty on the signal yield
arises from potential fit biases and imperfect knowledge of
the PDF parameters (4%–7%), and from effects of final-
state radiation and mismeasured track momenta on the
signal shape in mB (1%). Uncertainties on the efficiencies
arise from the trigger (2%–3%), muon identification (1%),
muon tracking (1%), K0

S (5%) and B0 (3%) candidate
selection requirements, acceptance (2%–3%), dimuon cor-
relations (1%–5%) and pB

T and jyBjmismeasurement (1%).
The first five efficiency uncertainties are determined di-
rectly from data, while the last three are determined by
simulation. The largest uncertainties on the efficiency arise
from the K0

S reconstruction, which is dominated by the
displaced hadronic track efficiency and is measured by
comparing the reconstructed K0

S lifetime with the known
value, and the dimuon correlation uncertainty, which is
taken as 100% of the correction applied to account for
the correlations. The difference between the kinematically
reweighted and unreweighted results (3%–5%) is taken as
an additional systematic uncertainty. The bin-to-bin sys-
tematic uncertainty is computed as the sum in quadrature
of the individual uncertainties, and is summarized in
Table I. In addition, there are normalization uncertainties
of 4% from the luminosity measurement and of 3.8% from
the branching fractions [14].

The differential cross sections as functions of pB
T and

jyBj are shown in Fig. 2 and Table I. They are compared
to the predictions of MC@NLO [22] using a b-quark massmb

of 4.75 GeV, renormalization and factorization scales

! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

b þ p2
T

q
, and the CTEQ6M parton distribution

functions [23]. The uncertainty on the predicted cross
section is calculated by independently varying the renor-
malization and factorization scales by factors of two,mb by
#0:25 GeV, and by using the CTEQ6.6 parton distribution
functions. For reference, the prediction of PYTHIA [16] is
also included, using a b-quarkmass of 4.80GeV, CTEQ6L1
parton distribution functions [23], and the Z2 tune [24] to
simulate the underlying event. The measured pT spectrum
falls slightly faster than predicted by MC@NLO, while the y
spectrum is measured to be flatter than the PYTHIA predic-
tion and in agreement with the MC@NLO prediction within
uncertainties. The integrated cross section for pB

T > 5 GeV
and jyBj< 2:2 is calculated as the sum over all pT bins,
without an upper limit for the highest pT bin, to be
33:2# 2:5# 3:5 !b, where the first uncertainty is statis-
tical and the second is systematic. The result is compatible
with the prediction from MC@NLO (25:2þ9:6

$6:2 !b) and below
the prediction from PYTHIA (49:1 !b).

In summary, the first measurements of the differential
cross sections d"=dpB

T and d"=dyB for B0 mesons

produced in pp collisions at
ffiffiffi
s

p ¼ 7 TeV have been pre-
sented using the decay B0 ! J=cK0

S. The measurements
cover a range in pB

T from 5 GeV to more than 30 GeV,
and the rapidity range jyBj< 2:2. The total cross section in
this kinematic region lies between the central values of
the MC@NLO and PYTHIA predictions, with a rapidity
distribution that is flatter than PYTHIA. It is also in agree-
ment within uncertainties with the measured Bþ cross
section [9].
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FIG. 2 (color online). Measured differential cross sections
(a) d"=dpB

T and (b) d"=dyB compared to the theoretical pre-
dictions. The inner error bars correspond to the statistical un-
certainties and the outer error bars represents the uncorrelated
systematic uncertainties added in quadrature to the statistical
uncertainties. Overall uncertainties of 4% for the luminosity
and 3.8% for the branching fractions are not shown. The solid
and dashed (blue) lines are the MC@NLO prediction and its
uncertainty, respectively. The dotted (red) line is the PYTHIA

prediction.
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• Quite good agreement with MC@NLO.
• Pythia failing mainly in normalization and w.r.t. rapidity.

Measurements @ 13 TeV coming soon...
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2. Detector

The data sample used in this analysis was collected by the CMS
experiment in 2011 and corresponds to an integrated luminosity of
1.86±0.04 fb−1 [25]. A detailed description of the detector may be
found elsewhere [18]. The main detector components used in this
analysis are the silicon tracker and the muon detection systems.

The silicon tracker measures charged particles within the pseu-
dorapidity range |η| < 2.5, where η = − ln[tan(θ/2)] and θ is the
polar angle of the track relative to the counterclockwise beam di-
rection. It consists of 1440 silicon pixel and 15 148 silicon strip
detector modules and is located in the 3.8 T field of the super-
conducting solenoid. It provides an impact parameter resolution of
about 15 µm and a pT resolution of about 1.5% for particles with
transverse momenta up to 100 GeV. Muons are measured in the
pseudorapidity range |η| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resis-
tive plate chambers. Events are recorded with a two-level trigger
system. The first level is composed of custom hardware processors
and uses information from the calorimeters and muon systems to
select the most interesting events. The high-level trigger proces-
sor farm further decreases the event rate from about 100 kHz to
around 350 Hz before data storage.

3. Event selection

Early data taking conditions in 2011 utilized a loose dimuon
trigger with the following requirements. Events are selected re-
quiring two oppositely charged muons with dimuon transverse
momentum greater than 6.9 GeV. Displaced muon pairs from long-
lived b-hadron decays are preferentially selected by further requir-
ing a transverse separation from the mean pp collision position
(“beamspot”) greater than three times its uncertainty, where the
uncertainty incorporates the vertex and beamspot measurements.
Also required at the trigger level are a dimuon vertex fit confidence
level larger than 0.5% and cosα > 0.9, where α is defined as the
angle in the plane transverse to the beams between the dimuon
momentum and the vector from the beamspot to the dimuon
vertex. The dimuon invariant mass mµ+µ− is required to satisfy
2.9 < mµ+µ− < 3.3 GeV. For the later 46% of the dataset, the trig-
ger was tightened by increasing the dimuon vertex fit confidence
level threshold to 10% and imposing kinematic requirements of
pµ

T > 3.5 GeV and |ηµ| < 2.2 for each of the muons. The remain-
ing 2011 data were recorded with even tighter triggers and are not
used in the analysis.

Muon candidates are fully reconstructed by combining infor-
mation from the silicon tracker [26] and muon detectors, and are
required to be within the kinematic acceptance region of pµ

T >
3.5 GeV and |ηµ| < 2.2. Muon candidates are further required to
have a track χ2 per degree of freedom <1.8, at least 11 sili-
con tracker hits, at least two hits in the pixel system, and to be
matched to at least one track segment in the muon system. Mul-
tiple muon candidates are not allowed to share the same muon
track segments [27].

Opposite-sign muon pairs are fit to a common vertex to form
J/ψ candidates, which are required to be within 150 MeV of the
world-average J/ψ mass [24]. The J/ψ candidates are also required
to have pT greater than 7 GeV, a dimuon vertex fit confidence level
larger than 0.5%, cosα > 0.95, and a transverse separation of the
vertex from the beamspot greater than three times its uncertainty.

The Λ candidates are formed by fitting oppositely charged
tracks to a common vertex. Each track is required to have at least
6 hits in the silicon tracker, a χ2 per degree of freedom <5, and a
transverse impact parameter with respect to the beamspot greater
than 0.5 times its uncertainty. The proton candidate, identified as

Fig. 1. Fit results for the mJ/ψΛ distribution for Λb (top) and Λb (bottom) for pΛb
T >

10 GeV and |yΛb | < 2.0, where the dashed line shows the background fit function,
the solid line shows the sum of signal and background, and the points indicate the
data.

the higher-momentum track, is required to have pT > 1.0 GeV.
Misassignment of the correct proton track is found to be negligi-
ble from simulation. The reconstructed Λ decay vertex must have
a χ2 per degree of freedom <7 and a transverse separation from
the beamspot at least five times larger than its uncertainty. The
invariant mass mpπ is required to be within 8 MeV of the world-
average Λ mass [24]. Candidates are rejected if mπ+π− is within
20 MeV of the world-average K0

S mass [24].
The Λb candidates are formed by combining a J/ψ candidate

with a Λ candidate. A vertex-constrained fit is performed with
the two muons and the Λ candidate, with the invariant masses
of the J/ψ and Λ candidates constrained to their world-average
values [24]. The Λb vertex fit confidence level is required to
be greater than 1% and the reconstructed Λb mass must satisfy
5.2 < mJ/ψ Λ < 6.0 GeV. Multiple Λb candidates are found in less
than 1% of the events with at least one candidate passing all se-
lection criteria. In those cases, only the candidate with the highest
Λb vertex fit confidence level is retained. The mJ/ψΛ distributions
for selected Λb and Λb candidates are shown in Fig. 1.

4. Efficiency determination

The efficiency for triggering on and reconstructing Λb baryons
is computed with a combination of techniques using the data and
large samples of fully simulated Monte Carlo (MC) signal events
generated with pythia 6.422 [28], decayed by evtgen [29], and
simulated using geant4 [30]. The efficiency is factorized accord-
ing to
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Fig. 2. Upper: Measured differential cross sections times branching fraction
dσ /dpΛb

T × B(Λb → J/ψΛ) (top) and dσ /dyΛb × B(Λb → J/ψΛ) (bottom) com-
pared to the theoretical predictions from pythia and powheg. The inner error bars
correspond to the statistical uncertainties and the outer ones represent the uncor-
related systematic uncertainties added in quadrature to the statistical uncertainties.
The dashed lines show the uncertainties on the powheg predictions. Overall un-
certainties of 2.2% for the luminosity and 1.3% for the J/ψ → µ+µ− and Λ → pπ
branching fractions for the data are not shown, nor is the 54% uncertainty due to
B(Λb → J/ψΛ) for the pythia and powheg predictions. Lower: The ratio of the
measured values to the powheg predictions. The error bars include the statistical
and uncorrelated systematic uncertainties on the data and the shape-only uncer-
tainties on the powheg predictions.

at high pT: n(B+) = 5.5 ± 0.3, n(B0) = 5.8 ± 0.3, n(B0
s ) = 6.6 ± 0.4,

and n(Λb) = 7.6 ± 0.4. The larger n value for Λb indicates a more
steeply falling pT distribution than observed for the mesons, also
suggesting that the production of Λb baryons, relative to B mesons,
varies as a function of pT, with a larger Λb/B ratio at lower trans-
verse momentum. The right plot of Fig. 3 shows the pΛb

T spectrum
shape compared to B+ and B0, where the distributions are normal-
ized to the common bin with pT = 10–13 GeV.

The ratio σ (Λb)/σ (Λb) is calculated in bins of pΛb
T or |yΛB | as

σ (Λb)/σ (Λb) =
nΛb

sig

nΛb
sig

× ϵ(Λb)

ϵ(Λb)
, (4)

where nΛb
sig and nΛb

sig are the antiparticle and particle yields in a

given bin, and ϵ(Λb) and ϵ(Λb) are the particle and antiparticle
efficiencies for a given bin, always considering only baryons pro-

Fig. 3. Comparison of production rates for B+ [6], B0 [7], B0
s [9], and Λb versus

pT. The top plot shows the absolute comparison, where the inner error bars cor-
respond to the total bin-to-bin uncertainties, while the outer error bars represent
the total bin-to-bin and normalization uncertainties added in quadrature. Fits to
the Tsallis function [43] for each distribution are also shown. The overall uncer-
tainties for B0

s and Λb are dominated by large uncertainties on B(B0
s → J/ψφ)

and B(Λb → J/ψΛ), respectively. The bottom plot shows a shape-only comparison
where the data are normalized to the 10–13 GeV bin in pT and the error bars show
the bin-to-bin uncertainties only. B0

s is omitted because the 10–13 GeV bin is not
available for the common normalization.

duced with |yΛb | < 2.0 for pΛb
T bins and pΛb

T > 10 GeV for |yΛb |
bins. The results versus pΛb

T and |yΛb | are shown in Fig. 4 and
Table 2. The ratio σ (Λb)/σ (Λb) is found to be consistent with
unity and constant as a function of both pΛb

T and |yΛb |, within
the uncertainties, as predicted by powheg and pythia. Therefore,
no evidence of increased baryon production at forward pseudo-
rapidities is observed within the available statistical precision for
the kinematic regime investigated. The integrated σ (Λb)/σ (Λb)

for pΛb
T > 10 GeV and |yΛb | < 2.0 is 1.02 ± 0.07 ± 0.09, where the

first uncertainty is statistical and the second is systematic.

7. Systematic uncertainties

The cross section is affected by systematic uncertainties on the
signal yields and efficiencies that are uncorrelated bin-to-bin and
can affect the shapes of the distributions, and by the uncertain-
ties on branching fractions and integrated luminosity, which are
common to all bins and only affect the overall normalization. The
uncertainties on the signal yields arise from the following sources:

• Signal shape uncertainty (1–6%): evaluated from the variations
when floating the means of the two Gaussians (set to a com-
mon value) in data or by using a single Gaussian shape.
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bins. The results versus pΛb
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Table 2. The ratio σ (Λb)/σ (Λb) is found to be consistent with
unity and constant as a function of both pΛb

T and |yΛb |, within
the uncertainties, as predicted by powheg and pythia. Therefore,
no evidence of increased baryon production at forward pseudo-
rapidities is observed within the available statistical precision for
the kinematic regime investigated. The integrated σ (Λb)/σ (Λb)

for pΛb
T > 10 GeV and |yΛb | < 2.0 is 1.02 ± 0.07 ± 0.09, where the

first uncertainty is statistical and the second is systematic.

7. Systematic uncertainties

The cross section is affected by systematic uncertainties on the
signal yields and efficiencies that are uncorrelated bin-to-bin and
can affect the shapes of the distributions, and by the uncertain-
ties on branching fractions and integrated luminosity, which are
common to all bins and only affect the overall normalization. The
uncertainties on the signal yields arise from the following sources:

• Signal shape uncertainty (1–6%): evaluated from the variations
when floating the means of the two Gaussians (set to a com-
mon value) in data or by using a single Gaussian shape.

• Pythia & POWHEG predictions not great.
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Table 2. The ratio σ (Λb)/σ (Λb) is found to be consistent with
unity and constant as a function of both pΛb

T and |yΛb |, within
the uncertainties, as predicted by powheg and pythia. Therefore,
no evidence of increased baryon production at forward pseudo-
rapidities is observed within the available statistical precision for
the kinematic regime investigated. The integrated σ (Λb)/σ (Λb)

for pΛb
T > 10 GeV and |yΛb | < 2.0 is 1.02 ± 0.07 ± 0.09, where the

first uncertainty is statistical and the second is systematic.

7. Systematic uncertainties

The cross section is affected by systematic uncertainties on the
signal yields and efficiencies that are uncorrelated bin-to-bin and
can affect the shapes of the distributions, and by the uncertain-
ties on branching fractions and integrated luminosity, which are
common to all bins and only affect the overall normalization. The
uncertainties on the signal yields arise from the following sources:

• Signal shape uncertainty (1–6%): evaluated from the variations
when floating the means of the two Gaussians (set to a com-
mon value) in data or by using a single Gaussian shape.

• Baryon pT spectrum is softer.
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2. Detector

The data sample used in this analysis was collected by the CMS
experiment in 2011 and corresponds to an integrated luminosity of
1.86±0.04 fb−1 [25]. A detailed description of the detector may be
found elsewhere [18]. The main detector components used in this
analysis are the silicon tracker and the muon detection systems.

The silicon tracker measures charged particles within the pseu-
dorapidity range |η| < 2.5, where η = − ln[tan(θ/2)] and θ is the
polar angle of the track relative to the counterclockwise beam di-
rection. It consists of 1440 silicon pixel and 15 148 silicon strip
detector modules and is located in the 3.8 T field of the super-
conducting solenoid. It provides an impact parameter resolution of
about 15 µm and a pT resolution of about 1.5% for particles with
transverse momenta up to 100 GeV. Muons are measured in the
pseudorapidity range |η| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resis-
tive plate chambers. Events are recorded with a two-level trigger
system. The first level is composed of custom hardware processors
and uses information from the calorimeters and muon systems to
select the most interesting events. The high-level trigger proces-
sor farm further decreases the event rate from about 100 kHz to
around 350 Hz before data storage.

3. Event selection

Early data taking conditions in 2011 utilized a loose dimuon
trigger with the following requirements. Events are selected re-
quiring two oppositely charged muons with dimuon transverse
momentum greater than 6.9 GeV. Displaced muon pairs from long-
lived b-hadron decays are preferentially selected by further requir-
ing a transverse separation from the mean pp collision position
(“beamspot”) greater than three times its uncertainty, where the
uncertainty incorporates the vertex and beamspot measurements.
Also required at the trigger level are a dimuon vertex fit confidence
level larger than 0.5% and cosα > 0.9, where α is defined as the
angle in the plane transverse to the beams between the dimuon
momentum and the vector from the beamspot to the dimuon
vertex. The dimuon invariant mass mµ+µ− is required to satisfy
2.9 < mµ+µ− < 3.3 GeV. For the later 46% of the dataset, the trig-
ger was tightened by increasing the dimuon vertex fit confidence
level threshold to 10% and imposing kinematic requirements of
pµ

T > 3.5 GeV and |ηµ| < 2.2 for each of the muons. The remain-
ing 2011 data were recorded with even tighter triggers and are not
used in the analysis.

Muon candidates are fully reconstructed by combining infor-
mation from the silicon tracker [26] and muon detectors, and are
required to be within the kinematic acceptance region of pµ

T >
3.5 GeV and |ηµ| < 2.2. Muon candidates are further required to
have a track χ2 per degree of freedom <1.8, at least 11 sili-
con tracker hits, at least two hits in the pixel system, and to be
matched to at least one track segment in the muon system. Mul-
tiple muon candidates are not allowed to share the same muon
track segments [27].

Opposite-sign muon pairs are fit to a common vertex to form
J/ψ candidates, which are required to be within 150 MeV of the
world-average J/ψ mass [24]. The J/ψ candidates are also required
to have pT greater than 7 GeV, a dimuon vertex fit confidence level
larger than 0.5%, cosα > 0.95, and a transverse separation of the
vertex from the beamspot greater than three times its uncertainty.

The Λ candidates are formed by fitting oppositely charged
tracks to a common vertex. Each track is required to have at least
6 hits in the silicon tracker, a χ2 per degree of freedom <5, and a
transverse impact parameter with respect to the beamspot greater
than 0.5 times its uncertainty. The proton candidate, identified as

Fig. 1. Fit results for the mJ/ψΛ distribution for Λb (top) and Λb (bottom) for pΛb
T >

10 GeV and |yΛb | < 2.0, where the dashed line shows the background fit function,
the solid line shows the sum of signal and background, and the points indicate the
data.

the higher-momentum track, is required to have pT > 1.0 GeV.
Misassignment of the correct proton track is found to be negligi-
ble from simulation. The reconstructed Λ decay vertex must have
a χ2 per degree of freedom <7 and a transverse separation from
the beamspot at least five times larger than its uncertainty. The
invariant mass mpπ is required to be within 8 MeV of the world-
average Λ mass [24]. Candidates are rejected if mπ+π− is within
20 MeV of the world-average K0

S mass [24].
The Λb candidates are formed by combining a J/ψ candidate

with a Λ candidate. A vertex-constrained fit is performed with
the two muons and the Λ candidate, with the invariant masses
of the J/ψ and Λ candidates constrained to their world-average
values [24]. The Λb vertex fit confidence level is required to
be greater than 1% and the reconstructed Λb mass must satisfy
5.2 < mJ/ψ Λ < 6.0 GeV. Multiple Λb candidates are found in less
than 1% of the events with at least one candidate passing all se-
lection criteria. In those cases, only the candidate with the highest
Λb vertex fit confidence level is retained. The mJ/ψΛ distributions
for selected Λb and Λb candidates are shown in Fig. 1.

4. Efficiency determination

The efficiency for triggering on and reconstructing Λb baryons
is computed with a combination of techniques using the data and
large samples of fully simulated Monte Carlo (MC) signal events
generated with pythia 6.422 [28], decayed by evtgen [29], and
simulated using geant4 [30]. The efficiency is factorized accord-
ing to
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Fig. 2. Upper: Measured differential cross sections times branching fraction
dσ /dpΛb

T × B(Λb → J/ψΛ) (top) and dσ /dyΛb × B(Λb → J/ψΛ) (bottom) com-
pared to the theoretical predictions from pythia and powheg. The inner error bars
correspond to the statistical uncertainties and the outer ones represent the uncor-
related systematic uncertainties added in quadrature to the statistical uncertainties.
The dashed lines show the uncertainties on the powheg predictions. Overall un-
certainties of 2.2% for the luminosity and 1.3% for the J/ψ → µ+µ− and Λ → pπ
branching fractions for the data are not shown, nor is the 54% uncertainty due to
B(Λb → J/ψΛ) for the pythia and powheg predictions. Lower: The ratio of the
measured values to the powheg predictions. The error bars include the statistical
and uncorrelated systematic uncertainties on the data and the shape-only uncer-
tainties on the powheg predictions.

at high pT: n(B+) = 5.5 ± 0.3, n(B0) = 5.8 ± 0.3, n(B0
s ) = 6.6 ± 0.4,

and n(Λb) = 7.6 ± 0.4. The larger n value for Λb indicates a more
steeply falling pT distribution than observed for the mesons, also
suggesting that the production of Λb baryons, relative to B mesons,
varies as a function of pT, with a larger Λb/B ratio at lower trans-
verse momentum. The right plot of Fig. 3 shows the pΛb

T spectrum
shape compared to B+ and B0, where the distributions are normal-
ized to the common bin with pT = 10–13 GeV.

The ratio σ (Λb)/σ (Λb) is calculated in bins of pΛb
T or |yΛB | as

σ (Λb)/σ (Λb) =
nΛb

sig

nΛb
sig

× ϵ(Λb)

ϵ(Λb)
, (4)

where nΛb
sig and nΛb

sig are the antiparticle and particle yields in a

given bin, and ϵ(Λb) and ϵ(Λb) are the particle and antiparticle
efficiencies for a given bin, always considering only baryons pro-

Fig. 3. Comparison of production rates for B+ [6], B0 [7], B0
s [9], and Λb versus

pT. The top plot shows the absolute comparison, where the inner error bars cor-
respond to the total bin-to-bin uncertainties, while the outer error bars represent
the total bin-to-bin and normalization uncertainties added in quadrature. Fits to
the Tsallis function [43] for each distribution are also shown. The overall uncer-
tainties for B0

s and Λb are dominated by large uncertainties on B(B0
s → J/ψφ)

and B(Λb → J/ψΛ), respectively. The bottom plot shows a shape-only comparison
where the data are normalized to the 10–13 GeV bin in pT and the error bars show
the bin-to-bin uncertainties only. B0

s is omitted because the 10–13 GeV bin is not
available for the common normalization.

duced with |yΛb | < 2.0 for pΛb
T bins and pΛb

T > 10 GeV for |yΛb |
bins. The results versus pΛb

T and |yΛb | are shown in Fig. 4 and
Table 2. The ratio σ (Λb)/σ (Λb) is found to be consistent with
unity and constant as a function of both pΛb

T and |yΛb |, within
the uncertainties, as predicted by powheg and pythia. Therefore,
no evidence of increased baryon production at forward pseudo-
rapidities is observed within the available statistical precision for
the kinematic regime investigated. The integrated σ (Λb)/σ (Λb)

for pΛb
T > 10 GeV and |yΛb | < 2.0 is 1.02 ± 0.07 ± 0.09, where the

first uncertainty is statistical and the second is systematic.

7. Systematic uncertainties

The cross section is affected by systematic uncertainties on the
signal yields and efficiencies that are uncorrelated bin-to-bin and
can affect the shapes of the distributions, and by the uncertain-
ties on branching fractions and integrated luminosity, which are
common to all bins and only affect the overall normalization. The
uncertainties on the signal yields arise from the following sources:

• Signal shape uncertainty (1–6%): evaluated from the variations
when floating the means of the two Gaussians (set to a com-
mon value) in data or by using a single Gaussian shape.
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The cross section is affected by systematic uncertainties on the
signal yields and efficiencies that are uncorrelated bin-to-bin and
can affect the shapes of the distributions, and by the uncertain-
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common to all bins and only affect the overall normalization. The
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related systematic uncertainties added in quadrature to the statistical uncertainties.
The dashed lines show the uncertainties on the powheg predictions. Overall un-
certainties of 2.2% for the luminosity and 1.3% for the J/ψ → µ+µ− and Λ → pπ
branching fractions for the data are not shown, nor is the 54% uncertainty due to
B(Λb → J/ψΛ) for the pythia and powheg predictions. Lower: The ratio of the
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tainties on the powheg predictions.
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T bins and pΛb

T > 10 GeV for |yΛb |
bins. The results versus pΛb

T and |yΛb | are shown in Fig. 4 and
Table 2. The ratio σ (Λb)/σ (Λb) is found to be consistent with
unity and constant as a function of both pΛb

T and |yΛb |, within
the uncertainties, as predicted by powheg and pythia. Therefore,
no evidence of increased baryon production at forward pseudo-
rapidities is observed within the available statistical precision for
the kinematic regime investigated. The integrated σ (Λb)/σ (Λb)

for pΛb
T > 10 GeV and |yΛb | < 2.0 is 1.02 ± 0.07 ± 0.09, where the

first uncertainty is statistical and the second is systematic.

7. Systematic uncertainties

The cross section is affected by systematic uncertainties on the
signal yields and efficiencies that are uncorrelated bin-to-bin and
can affect the shapes of the distributions, and by the uncertain-
ties on branching fractions and integrated luminosity, which are
common to all bins and only affect the overall normalization. The
uncertainties on the signal yields arise from the following sources:

• Signal shape uncertainty (1–6%): evaluated from the variations
when floating the means of the two Gaussians (set to a com-
mon value) in data or by using a single Gaussian shape.

• Baryon pT spectrum is softer.
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Figure 4. Evolution over time of the ⇤0
b lifetime measurements (left scale) [11–30] and the ratio of

the measurements to the 2012 world-average B0 lifetime ⌧B0 [34] (right scale). The values shown as
open circles were not included in the Particle Data Group (PDG) 2012 average [34], displayed as the
band, while those shown as filled circles were included. The result of this analysis is shown by the
open square. The inner error bars represent the statistical uncertainties, and the outer error bars
show the combined statistical and systematic uncertainties added in quadrature. Where needed,
points have been shifted slightly along the time axis to enhance clarity.

6 Summary

A measurement of the ⇤0

b

lifetime has been presented using the decay ⇤0

b

!J/ ⇤ in pp

collisions at
p
s = 7TeV with the CMS detector. From a data set corresponding to an inte-

grated luminosity of about 5 fb�1, the ⇤0

b

lifetime is found to be ⌧
⇤

0

b

= 1.503±0.052 (stat.)±
0.031 (syst.) ps. The kinematically similar decay B0!J/ K0

S

was used as a cross-check, con-

firming that no e�ciency correction was needed. The ⇤0

b

lifetime result is in agreement

with the world-average value of 1.425 ± 0.032 ps [34] and has a precision comparable to

that of other recent measurements [28–30]. As illustrated in figure 4, this new result con-

firms the tendency of the more recent measurements that give larger lifetimes, in better

agreement with the early theoretical predictions [1, 9].
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Figure 3. Projections of the invariant-mass and proper decay time distributions and the results
of the fit are shown for the ⇤0

b decay in the upper panels. The dark solid lines give the results of
the overall fit to the data. The lighter solid lines are the signal contributions, and the dashed and
dotted lines show the prompt and nonprompt background contributions, respectively. The lower
panels display the proper decay time projections for the low-mass sideband (LSB, left), the signal
(SR), and the high-mass sideband (HSB, right) regions defined in the text. The lower plots in each
panel give the corresponding pull distributions for the data and fit results shown. All plots are from
the same fit.

in the lifetime result. Nevertheless, the e↵ect of a possible proper-decay-time-dependent

e�ciency is included as a systematic uncertainty. To this end, the e�ciency is included
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Figure 3. Projections of the invariant-mass and proper decay time distributions and the results
of the fit are shown for the ⇤0

b decay in the upper panels. The dark solid lines give the results of
the overall fit to the data. The lighter solid lines are the signal contributions, and the dashed and
dotted lines show the prompt and nonprompt background contributions, respectively. The lower
panels display the proper decay time projections for the low-mass sideband (LSB, left), the signal
(SR), and the high-mass sideband (HSB, right) regions defined in the text. The lower plots in each
panel give the corresponding pull distributions for the data and fit results shown. All plots are from
the same fit.
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Figure 4. Evolution over time of the ⇤0
b lifetime measurements (left scale) [11–30] and the ratio of

the measurements to the 2012 world-average B0 lifetime ⌧B0 [34] (right scale). The values shown as
open circles were not included in the Particle Data Group (PDG) 2012 average [34], displayed as the
band, while those shown as filled circles were included. The result of this analysis is shown by the
open square. The inner error bars represent the statistical uncertainties, and the outer error bars
show the combined statistical and systematic uncertainties added in quadrature. Where needed,
points have been shifted slightly along the time axis to enhance clarity.

6 Summary

A measurement of the ⇤0

b

lifetime has been presented using the decay ⇤0

b

!J/ ⇤ in pp

collisions at
p
s = 7TeV with the CMS detector. From a data set corresponding to an inte-

grated luminosity of about 5 fb�1, the ⇤0

b

lifetime is found to be ⌧
⇤

0

b

= 1.503±0.052 (stat.)±
0.031 (syst.) ps. The kinematically similar decay B0!J/ K0

S

was used as a cross-check, con-

firming that no e�ciency correction was needed. The ⇤0

b

lifetime result is in agreement

with the world-average value of 1.425 ± 0.032 ps [34] and has a precision comparable to

that of other recent measurements [28–30]. As illustrated in figure 4, this new result con-

firms the tendency of the more recent measurements that give larger lifetimes, in better

agreement with the early theoretical predictions [1, 9].
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Figure 3. Projections of the invariant-mass and proper decay time distributions and the results
of the fit are shown for the ⇤0

b decay in the upper panels. The dark solid lines give the results of
the overall fit to the data. The lighter solid lines are the signal contributions, and the dashed and
dotted lines show the prompt and nonprompt background contributions, respectively. The lower
panels display the proper decay time projections for the low-mass sideband (LSB, left), the signal
(SR), and the high-mass sideband (HSB, right) regions defined in the text. The lower plots in each
panel give the corresponding pull distributions for the data and fit results shown. All plots are from
the same fit.

in the lifetime result. Nevertheless, the e↵ect of a possible proper-decay-time-dependent

e�ciency is included as a systematic uncertainty. To this end, the e�ciency is included
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Figure 3. Projections of the invariant-mass and proper decay time distributions and the results
of the fit are shown for the ⇤0

b decay in the upper panels. The dark solid lines give the results of
the overall fit to the data. The lighter solid lines are the signal contributions, and the dashed and
dotted lines show the prompt and nonprompt background contributions, respectively. The lower
panels display the proper decay time projections for the low-mass sideband (LSB, left), the signal
(SR), and the high-mass sideband (HSB, right) regions defined in the text. The lower plots in each
panel give the corresponding pull distributions for the data and fit results shown. All plots are from
the same fit.

in the lifetime result. Nevertheless, the e↵ect of a possible proper-decay-time-dependent

e�ciency is included as a systematic uncertainty. To this end, the e�ciency is included
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Figure 4. Evolution over time of the ⇤0
b lifetime measurements (left scale) [11–30] and the ratio of

the measurements to the 2012 world-average B0 lifetime ⌧B0 [34] (right scale). The values shown as
open circles were not included in the Particle Data Group (PDG) 2012 average [34], displayed as the
band, while those shown as filled circles were included. The result of this analysis is shown by the
open square. The inner error bars represent the statistical uncertainties, and the outer error bars
show the combined statistical and systematic uncertainties added in quadrature. Where needed,
points have been shifted slightly along the time axis to enhance clarity.

6 Summary

A measurement of the ⇤0

b

lifetime has been presented using the decay ⇤0

b

!J/ ⇤ in pp

collisions at
p
s = 7TeV with the CMS detector. From a data set corresponding to an inte-

grated luminosity of about 5 fb�1, the ⇤0

b

lifetime is found to be ⌧
⇤

0

b

= 1.503±0.052 (stat.)±
0.031 (syst.) ps. The kinematically similar decay B0!J/ K0

S

was used as a cross-check, con-

firming that no e�ciency correction was needed. The ⇤0

b

lifetime result is in agreement

with the world-average value of 1.425 ± 0.032 ps [34] and has a precision comparable to

that of other recent measurements [28–30]. As illustrated in figure 4, this new result con-

firms the tendency of the more recent measurements that give larger lifetimes, in better

agreement with the early theoretical predictions [1, 9].
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Figure 3. Projections of the invariant-mass and proper decay time distributions and the results
of the fit are shown for the ⇤0

b decay in the upper panels. The dark solid lines give the results of
the overall fit to the data. The lighter solid lines are the signal contributions, and the dashed and
dotted lines show the prompt and nonprompt background contributions, respectively. The lower
panels display the proper decay time projections for the low-mass sideband (LSB, left), the signal
(SR), and the high-mass sideband (HSB, right) regions defined in the text. The lower plots in each
panel give the corresponding pull distributions for the data and fit results shown. All plots are from
the same fit.

in the lifetime result. Nevertheless, the e↵ect of a possible proper-decay-time-dependent

e�ciency is included as a systematic uncertainty. To this end, the e�ciency is included
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Figure 3. Projections of the invariant-mass and proper decay time distributions and the results
of the fit are shown for the ⇤0

b decay in the upper panels. The dark solid lines give the results of
the overall fit to the data. The lighter solid lines are the signal contributions, and the dashed and
dotted lines show the prompt and nonprompt background contributions, respectively. The lower
panels display the proper decay time projections for the low-mass sideband (LSB, left), the signal
(SR), and the high-mass sideband (HSB, right) regions defined in the text. The lower plots in each
panel give the corresponding pull distributions for the data and fit results shown. All plots are from
the same fit.

in the lifetime result. Nevertheless, the e↵ect of a possible proper-decay-time-dependent

e�ciency is included as a systematic uncertainty. To this end, the e�ciency is included
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further evidence that the observed peak corresponds to a
real !!

b signal. The !!
b mass extracted from the fit is

5795:0" 3:1ðstatÞ MeV, in good agreement with the
world-average value [13]. The corresponding mass resolu-
tion is 23:7" 3:2ðstatÞ MeV, in agreement with the value
22:5" 4:7 MeV, obtained from a detailed Monte Carlo
(MC) simulation of the CMS detector response, using
PYTHIA 6.409 [15], EVTGEN [16], and GEANT4 [17].

To search for !%0
b baryons, the !!

b candidates with a
mass within 2.5 standard deviations of the fitted peak value
are combined with tracks, assumed to be pions, with a
charge opposite to the !! charge (opposite-sign pairs)
and coming from the selected PV, with a significance less
than 3 standard deviations on the distance between the
track trajectory and the PV. Other quality requirements
applied to the tracks are pT > 0:25 GeV, at least two hits
in the silicon pixel layers, at least five hits in the entire
tracker, and a track fit "2=ndf < 2:5.

The !%0
b search uses the mass difference Q between the

measured J=c!!!þ invariant mass and the sum of the
masses of the decay products, Q ¼ MðJ=c!!!þÞ !
MðJ=c!!Þ !Mð!Þ, where Mð!Þ is the charged-pion
mass [13]. The search for new resonances in the Q distri-
bution requires a reliable background shape. A background
model is built using candidates where the prompt pion and
the !!

b have the same charge (same-sign pairs), given that
the background is expected to be dominated by combina-
torial sources, as checked by MC studies. The measured
momentum distributions of !!

b candidates and same-sign
pions (pð!bÞ, pð!Þ), together with the distribution of the
angle between them (#), are used to randomly generate
uncorrelated values for pð!bÞ, pð!Þ, and #. Given the
limited statistical precision of the !!

b momentum distri-
bution, the corresponding random numbers are generated
from a parametrized version using the fit function
f!!

b
ðpÞ ¼ pk1e!k2p, where ki are free parameters. The

three random values are then combined to calculate a Q
value for predicting the combinatorial background distri-
bution. One hundred million Q values are generated in this
way and the resulting distribution is fitted to the function
Qc1ðe!c2Q þ e!c3Q þ e!c4QÞ, where ci are free parame-
ters. Figure 2(a) compares the Q distribution of the
same-sign !%0

b candidates with the predicted background
shape. Alternative functional forms of f!!

b
ðpÞ are used to

estimate the systematic uncertainty associated with this
method, which contributes to the determination of the
background parameters.

The measured opposite-sign Q distribution is displayed
in Fig. 2(b) for the range 0–50 MeV. The 21 events ob-
served in the region 12<Q< 18 MeV represent a clear
excess with respect to the expected background yield of
3:0" 1:4 events, evaluated by integrating the background
function in this Q window. An unbinned maximum-
likelihood fit is performed to the opposite-sign Q distribu-
tion with a Breit-Wigner distribution convolved with a

Gaussian function, added to the background function pre-
viously described. The Gaussian resolution of the peak is
constrained to 1:91" 0:11 MeV, as determined in the
signal MC simulation, and the background parameters
are allowed to float within their total uncertainties (statis-
tical plus systematic, added in quadrature). Figure 2(b) also
shows the result of the fit. A peak is clearly visible above
the background continuum. The fitted parameters of the
peak are Q ¼ 14:84" 0:74ðstatÞ MeV and Breit-Wigner
width " ¼ 2:1" 1:7ðstatÞ MeV. The fitted Breit-Wigner
width agrees with " ¼ 0:51" 0:16 MeV, the value ob-
tained following Eq. (102) of Ref. [18], based on lattice
quantum chromodynamic calculations.
To evaluate the significance of the signal, the likelihood

Lsþb of the signal-plus-background fit is determined. The
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FIG. 2 (color online). (a) Same-sign Q distribution (closed
circles) and result of a fit with the background model (red dashed
curve) in the range 0<Q< 400 MeV. (b) Opposite-sign Q
distribution (closed circles) in the 0<Q< 50 MeV range,
along with the result of the signal-plus-background fit (blue
solid curve); the background term is also shown (red dashed
curve).
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further evidence that the observed peak corresponds to a
real !!

b signal. The !!
b mass extracted from the fit is

5795:0" 3:1ðstatÞ MeV, in good agreement with the
world-average value [13]. The corresponding mass resolu-
tion is 23:7" 3:2ðstatÞ MeV, in agreement with the value
22:5" 4:7 MeV, obtained from a detailed Monte Carlo
(MC) simulation of the CMS detector response, using
PYTHIA 6.409 [15], EVTGEN [16], and GEANT4 [17].

To search for !%0
b baryons, the !!

b candidates with a
mass within 2.5 standard deviations of the fitted peak value
are combined with tracks, assumed to be pions, with a
charge opposite to the !! charge (opposite-sign pairs)
and coming from the selected PV, with a significance less
than 3 standard deviations on the distance between the
track trajectory and the PV. Other quality requirements
applied to the tracks are pT > 0:25 GeV, at least two hits
in the silicon pixel layers, at least five hits in the entire
tracker, and a track fit "2=ndf < 2:5.

The !%0
b search uses the mass difference Q between the

measured J=c!!!þ invariant mass and the sum of the
masses of the decay products, Q ¼ MðJ=c!!!þÞ !
MðJ=c!!Þ !Mð!Þ, where Mð!Þ is the charged-pion
mass [13]. The search for new resonances in the Q distri-
bution requires a reliable background shape. A background
model is built using candidates where the prompt pion and
the !!

b have the same charge (same-sign pairs), given that
the background is expected to be dominated by combina-
torial sources, as checked by MC studies. The measured
momentum distributions of !!

b candidates and same-sign
pions (pð!bÞ, pð!Þ), together with the distribution of the
angle between them (#), are used to randomly generate
uncorrelated values for pð!bÞ, pð!Þ, and #. Given the
limited statistical precision of the !!

b momentum distri-
bution, the corresponding random numbers are generated
from a parametrized version using the fit function
f!!

b
ðpÞ ¼ pk1e!k2p, where ki are free parameters. The

three random values are then combined to calculate a Q
value for predicting the combinatorial background distri-
bution. One hundred million Q values are generated in this
way and the resulting distribution is fitted to the function
Qc1ðe!c2Q þ e!c3Q þ e!c4QÞ, where ci are free parame-
ters. Figure 2(a) compares the Q distribution of the
same-sign !%0

b candidates with the predicted background
shape. Alternative functional forms of f!!

b
ðpÞ are used to

estimate the systematic uncertainty associated with this
method, which contributes to the determination of the
background parameters.

The measured opposite-sign Q distribution is displayed
in Fig. 2(b) for the range 0–50 MeV. The 21 events ob-
served in the region 12<Q< 18 MeV represent a clear
excess with respect to the expected background yield of
3:0" 1:4 events, evaluated by integrating the background
function in this Q window. An unbinned maximum-
likelihood fit is performed to the opposite-sign Q distribu-
tion with a Breit-Wigner distribution convolved with a

Gaussian function, added to the background function pre-
viously described. The Gaussian resolution of the peak is
constrained to 1:91" 0:11 MeV, as determined in the
signal MC simulation, and the background parameters
are allowed to float within their total uncertainties (statis-
tical plus systematic, added in quadrature). Figure 2(b) also
shows the result of the fit. A peak is clearly visible above
the background continuum. The fitted parameters of the
peak are Q ¼ 14:84" 0:74ðstatÞ MeV and Breit-Wigner
width " ¼ 2:1" 1:7ðstatÞ MeV. The fitted Breit-Wigner
width agrees with " ¼ 0:51" 0:16 MeV, the value ob-
tained following Eq. (102) of Ref. [18], based on lattice
quantum chromodynamic calculations.
To evaluate the significance of the signal, the likelihood

Lsþb of the signal-plus-background fit is determined. The
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FIG. 2 (color online). (a) Same-sign Q distribution (closed
circles) and result of a fit with the background model (red dashed
curve) in the range 0<Q< 400 MeV. (b) Opposite-sign Q
distribution (closed circles) in the 0<Q< 50 MeV range,
along with the result of the signal-plus-background fit (blue
solid curve); the background term is also shown (red dashed
curve).
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further evidence that the observed peak corresponds to a
real !!

b signal. The !!
b mass extracted from the fit is

5795:0" 3:1ðstatÞ MeV, in good agreement with the
world-average value [13]. The corresponding mass resolu-
tion is 23:7" 3:2ðstatÞ MeV, in agreement with the value
22:5" 4:7 MeV, obtained from a detailed Monte Carlo
(MC) simulation of the CMS detector response, using
PYTHIA 6.409 [15], EVTGEN [16], and GEANT4 [17].

To search for !%0
b baryons, the !!

b candidates with a
mass within 2.5 standard deviations of the fitted peak value
are combined with tracks, assumed to be pions, with a
charge opposite to the !! charge (opposite-sign pairs)
and coming from the selected PV, with a significance less
than 3 standard deviations on the distance between the
track trajectory and the PV. Other quality requirements
applied to the tracks are pT > 0:25 GeV, at least two hits
in the silicon pixel layers, at least five hits in the entire
tracker, and a track fit "2=ndf < 2:5.

The !%0
b search uses the mass difference Q between the

measured J=c!!!þ invariant mass and the sum of the
masses of the decay products, Q ¼ MðJ=c!!!þÞ !
MðJ=c!!Þ !Mð!Þ, where Mð!Þ is the charged-pion
mass [13]. The search for new resonances in the Q distri-
bution requires a reliable background shape. A background
model is built using candidates where the prompt pion and
the !!

b have the same charge (same-sign pairs), given that
the background is expected to be dominated by combina-
torial sources, as checked by MC studies. The measured
momentum distributions of !!

b candidates and same-sign
pions (pð!bÞ, pð!Þ), together with the distribution of the
angle between them (#), are used to randomly generate
uncorrelated values for pð!bÞ, pð!Þ, and #. Given the
limited statistical precision of the !!

b momentum distri-
bution, the corresponding random numbers are generated
from a parametrized version using the fit function
f!!

b
ðpÞ ¼ pk1e!k2p, where ki are free parameters. The

three random values are then combined to calculate a Q
value for predicting the combinatorial background distri-
bution. One hundred million Q values are generated in this
way and the resulting distribution is fitted to the function
Qc1ðe!c2Q þ e!c3Q þ e!c4QÞ, where ci are free parame-
ters. Figure 2(a) compares the Q distribution of the
same-sign !%0

b candidates with the predicted background
shape. Alternative functional forms of f!!

b
ðpÞ are used to

estimate the systematic uncertainty associated with this
method, which contributes to the determination of the
background parameters.

The measured opposite-sign Q distribution is displayed
in Fig. 2(b) for the range 0–50 MeV. The 21 events ob-
served in the region 12<Q< 18 MeV represent a clear
excess with respect to the expected background yield of
3:0" 1:4 events, evaluated by integrating the background
function in this Q window. An unbinned maximum-
likelihood fit is performed to the opposite-sign Q distribu-
tion with a Breit-Wigner distribution convolved with a

Gaussian function, added to the background function pre-
viously described. The Gaussian resolution of the peak is
constrained to 1:91" 0:11 MeV, as determined in the
signal MC simulation, and the background parameters
are allowed to float within their total uncertainties (statis-
tical plus systematic, added in quadrature). Figure 2(b) also
shows the result of the fit. A peak is clearly visible above
the background continuum. The fitted parameters of the
peak are Q ¼ 14:84" 0:74ðstatÞ MeV and Breit-Wigner
width " ¼ 2:1" 1:7ðstatÞ MeV. The fitted Breit-Wigner
width agrees with " ¼ 0:51" 0:16 MeV, the value ob-
tained following Eq. (102) of Ref. [18], based on lattice
quantum chromodynamic calculations.
To evaluate the significance of the signal, the likelihood

Lsþb of the signal-plus-background fit is determined. The
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FIG. 2 (color online). (a) Same-sign Q distribution (closed
circles) and result of a fit with the background model (red dashed
curve) in the range 0<Q< 400 MeV. (b) Opposite-sign Q
distribution (closed circles) in the 0<Q< 50 MeV range,
along with the result of the signal-plus-background fit (blue
solid curve); the background term is also shown (red dashed
curve).
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fit is then repeated using the background-only model to
obtain a new likelihood Lb. The parameters obtained from
the background fit are allowed to float so that their uncer-
tainties and correlations contribute to the calculation
of the significance. The logarithmic likelihood ratioffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnðLsþb=LbÞ

p
would indicate a statistical significance of

6.9 standard deviations (!), corresponding to a probability
of 2:5$ 10%12 for a background fluctuation of this signifi-
cance or more to be observed. The significance remains the
same if the fit is repeated using the theoretically expected
width, allowing it to vary within the range of the theoretical
uncertainty. The signal significance is also evaluated by
generating pseudoexperiments in which the background
distribution is varied within its statistical uncertainty, and
determining the background fluctuation probability (‘‘p
value’’) as the number of experiments that give a fit with
the same significance or higher than in the data. The ‘‘look-
elsewhere effect’’ [19] is assessed by searching for a peak,
of width ! between 0 and 25 MeV, in the extended mass
range 0<Q< 50 MeV, where the "&0

b is theoretically
expected. The resulting background fluctuation probability
is p ¼ 1:3$ 10%8, which corresponds to a 5:7! equivalent
Gaussian significance. If the search range is further ex-
tended to 0<Q< 400 MeV, the equivalent Gaussian sig-
nificance becomes 5:3!.

This analysis has been repeated using simulated Bþ, B0,
Bs, and #b samples, obtained by the detailed MC simula-
tion of the CMS detector already mentioned. The samples
contain events in which the b hadron is forced to decay to a
J=c , which decays to"þ"%. No evidence of peaks due to
partially reconstructed b-hadron decays is observed in
these samples. The opposite-sign Q distribution obtained
using "%

b candidates from the lower- and higher-mass
sidebands of the signal peak also shows no excess, indicat-
ing that the observed peak is not caused by fake "%

b

candidates.
The systematic uncertainty on the measured Q value is

evaluated through the signal MC simulation. The recon-
structed Q value in MC simulations is measured to be
0:23( 0:10 MeV above the generated value. This is con-
sistent with the observation that the measured #0 and "%

masses are 0:16( 0:05 and 0:18( 0:14 MeV, respec-
tively, above their world averages. The sum in quadrature
of the shift and its statistical uncertainty, 0.25 MeV, is
considered as the systematic uncertainty due to this effect.
As an extreme fitting scenario, a flat function is used for the
background shape, leading to a Q value 0.12 MeV higher
than the value measured with the nominal background
model. Adding in quadrature this uncertainty with the
previous one results in a total Q systematic uncertainty
of 0.28 MeV.

The observation of this resonance, corresponding to the
one observed in the charm sector [4], and its mass mea-
surement add valuable information to the understanding of
the interactions between quarks within a baryon.

In summary, a new "b baryon has been observed in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV, using data collected by the CMS
experiment, corresponding to an integrated luminosity of
5:3 fb%1. The signal is observed with a significance
exceeding 5 standard deviations. The measured Q ¼
MðJ=c"%#þÞ %MðJ=c"%Þ %Mð#Þ value is 14:84(
0:74ðstatÞ ( 0:28ðsystÞ MeV. Given the charged-pion and
"%

b masses [13], the resulting b-baryon mass is 5945:0(
0:7ðstatÞ ( 0:3ðsystÞ ( 2:7ðPDGÞ MeV, where the last un-
certainty reflects the present accuracy of the"%

b mass from
the Particle Data Group [13]. While the width of the new
baryon is not measured with good statistical precision, it is
compatible with theoretical expectations [18]. Given its
measured mass and decay mode, the new baryon is likely
to be the "&0

b , with JP ¼ 3=2þ.
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fit is then repeated using the background-only model to
obtain a new likelihood Lb. The parameters obtained from
the background fit are allowed to float so that their uncer-
tainties and correlations contribute to the calculation
of the significance. The logarithmic likelihood ratioffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnðLsþb=LbÞ

p
would indicate a statistical significance of

6.9 standard deviations (!), corresponding to a probability
of 2:5$ 10%12 for a background fluctuation of this signifi-
cance or more to be observed. The significance remains the
same if the fit is repeated using the theoretically expected
width, allowing it to vary within the range of the theoretical
uncertainty. The signal significance is also evaluated by
generating pseudoexperiments in which the background
distribution is varied within its statistical uncertainty, and
determining the background fluctuation probability (‘‘p
value’’) as the number of experiments that give a fit with
the same significance or higher than in the data. The ‘‘look-
elsewhere effect’’ [19] is assessed by searching for a peak,
of width ! between 0 and 25 MeV, in the extended mass
range 0<Q< 50 MeV, where the "&0

b is theoretically
expected. The resulting background fluctuation probability
is p ¼ 1:3$ 10%8, which corresponds to a 5:7! equivalent
Gaussian significance. If the search range is further ex-
tended to 0<Q< 400 MeV, the equivalent Gaussian sig-
nificance becomes 5:3!.

This analysis has been repeated using simulated Bþ, B0,
Bs, and #b samples, obtained by the detailed MC simula-
tion of the CMS detector already mentioned. The samples
contain events in which the b hadron is forced to decay to a
J=c , which decays to"þ"%. No evidence of peaks due to
partially reconstructed b-hadron decays is observed in
these samples. The opposite-sign Q distribution obtained
using "%

b candidates from the lower- and higher-mass
sidebands of the signal peak also shows no excess, indicat-
ing that the observed peak is not caused by fake "%

b

candidates.
The systematic uncertainty on the measured Q value is

evaluated through the signal MC simulation. The recon-
structed Q value in MC simulations is measured to be
0:23( 0:10 MeV above the generated value. This is con-
sistent with the observation that the measured #0 and "%

masses are 0:16( 0:05 and 0:18( 0:14 MeV, respec-
tively, above their world averages. The sum in quadrature
of the shift and its statistical uncertainty, 0.25 MeV, is
considered as the systematic uncertainty due to this effect.
As an extreme fitting scenario, a flat function is used for the
background shape, leading to a Q value 0.12 MeV higher
than the value measured with the nominal background
model. Adding in quadrature this uncertainty with the
previous one results in a total Q systematic uncertainty
of 0.28 MeV.

The observation of this resonance, corresponding to the
one observed in the charm sector [4], and its mass mea-
surement add valuable information to the understanding of
the interactions between quarks within a baryon.

In summary, a new "b baryon has been observed in pp
collisions at

ffiffiffi
s

p ¼ 7 TeV, using data collected by the CMS
experiment, corresponding to an integrated luminosity of
5:3 fb%1. The signal is observed with a significance
exceeding 5 standard deviations. The measured Q ¼
MðJ=c"%#þÞ %MðJ=c"%Þ %Mð#Þ value is 14:84(
0:74ðstatÞ ( 0:28ðsystÞ MeV. Given the charged-pion and
"%

b masses [13], the resulting b-baryon mass is 5945:0(
0:7ðstatÞ ( 0:3ðsystÞ ( 2:7ðPDGÞ MeV, where the last un-
certainty reflects the present accuracy of the"%

b mass from
the Particle Data Group [13]. While the width of the new
baryon is not measured with good statistical precision, it is
compatible with theoretical expectations [18]. Given its
measured mass and decay mode, the new baryon is likely
to be the "&0

b , with JP ¼ 3=2þ.
We congratulate our colleagues in the CERN accelerator
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mΞb*0  =  

further evidence that the observed peak corresponds to a
real !!

b signal. The !!
b mass extracted from the fit is

5795:0" 3:1ðstatÞ MeV, in good agreement with the
world-average value [13]. The corresponding mass resolu-
tion is 23:7" 3:2ðstatÞ MeV, in agreement with the value
22:5" 4:7 MeV, obtained from a detailed Monte Carlo
(MC) simulation of the CMS detector response, using
PYTHIA 6.409 [15], EVTGEN [16], and GEANT4 [17].

To search for !%0
b baryons, the !!

b candidates with a
mass within 2.5 standard deviations of the fitted peak value
are combined with tracks, assumed to be pions, with a
charge opposite to the !! charge (opposite-sign pairs)
and coming from the selected PV, with a significance less
than 3 standard deviations on the distance between the
track trajectory and the PV. Other quality requirements
applied to the tracks are pT > 0:25 GeV, at least two hits
in the silicon pixel layers, at least five hits in the entire
tracker, and a track fit "2=ndf < 2:5.

The !%0
b search uses the mass difference Q between the

measured J=c!!!þ invariant mass and the sum of the
masses of the decay products, Q ¼ MðJ=c!!!þÞ !
MðJ=c!!Þ !Mð!Þ, where Mð!Þ is the charged-pion
mass [13]. The search for new resonances in the Q distri-
bution requires a reliable background shape. A background
model is built using candidates where the prompt pion and
the !!

b have the same charge (same-sign pairs), given that
the background is expected to be dominated by combina-
torial sources, as checked by MC studies. The measured
momentum distributions of !!

b candidates and same-sign
pions (pð!bÞ, pð!Þ), together with the distribution of the
angle between them (#), are used to randomly generate
uncorrelated values for pð!bÞ, pð!Þ, and #. Given the
limited statistical precision of the !!

b momentum distri-
bution, the corresponding random numbers are generated
from a parametrized version using the fit function
f!!

b
ðpÞ ¼ pk1e!k2p, where ki are free parameters. The

three random values are then combined to calculate a Q
value for predicting the combinatorial background distri-
bution. One hundred million Q values are generated in this
way and the resulting distribution is fitted to the function
Qc1ðe!c2Q þ e!c3Q þ e!c4QÞ, where ci are free parame-
ters. Figure 2(a) compares the Q distribution of the
same-sign !%0

b candidates with the predicted background
shape. Alternative functional forms of f!!

b
ðpÞ are used to

estimate the systematic uncertainty associated with this
method, which contributes to the determination of the
background parameters.

The measured opposite-sign Q distribution is displayed
in Fig. 2(b) for the range 0–50 MeV. The 21 events ob-
served in the region 12<Q< 18 MeV represent a clear
excess with respect to the expected background yield of
3:0" 1:4 events, evaluated by integrating the background
function in this Q window. An unbinned maximum-
likelihood fit is performed to the opposite-sign Q distribu-
tion with a Breit-Wigner distribution convolved with a

Gaussian function, added to the background function pre-
viously described. The Gaussian resolution of the peak is
constrained to 1:91" 0:11 MeV, as determined in the
signal MC simulation, and the background parameters
are allowed to float within their total uncertainties (statis-
tical plus systematic, added in quadrature). Figure 2(b) also
shows the result of the fit. A peak is clearly visible above
the background continuum. The fitted parameters of the
peak are Q ¼ 14:84" 0:74ðstatÞ MeV and Breit-Wigner
width " ¼ 2:1" 1:7ðstatÞ MeV. The fitted Breit-Wigner
width agrees with " ¼ 0:51" 0:16 MeV, the value ob-
tained following Eq. (102) of Ref. [18], based on lattice
quantum chromodynamic calculations.
To evaluate the significance of the signal, the likelihood

Lsþb of the signal-plus-background fit is determined. The
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FIG. 2 (color online). (a) Same-sign Q distribution (closed
circles) and result of a fit with the background model (red dashed
curve) in the range 0<Q< 400 MeV. (b) Opposite-sign Q
distribution (closed circles) in the 0<Q< 50 MeV range,
along with the result of the signal-plus-background fit (blue
solid curve); the background term is also shown (red dashed
curve).
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RARE DECAYS
 B0s→μ+μ- and B0→μ+μ-

FCNC decay forbidden @LO.
Helicity (mμ/mB)4 & CKM 
suppressed.
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Figure 1 | Feynman diagrams related to the B0
s ! µ+µ� decay: (a) ⇡+ meson decay

through charged-current process; (b) B+ meson decay through charged-current process; (c)
forbidden B0

s

decay through flavour changing neutral current process; (d) and (e) higher-order
flavour changing neutral current processes for the B0

s

! µ+µ� decay allowed in the SM; and
(f) and (g) examples of processes for the same decay in theories extending the SM, where new
particles, denoted as X0 and X+, can alter the decay rate.

+1/3. A pictorial representation of this process, known as a Feynman diagram, is shown
in Fig. 1a. The u and d quarks are “first generation” or lowest mass quarks. Whenever a
decay mode is specified in this Letter, the charge conjugate mode is implied.

The B+ meson is similar to the ⇡+, except that the light d antiquark is replaced by
the heavy “third generation” beauty (b) antiquark, which has a charge of +1/3 and a
mass of ⇠5GeV/c2 (about five times the mass of a proton). The decay B+ ! µ+⌫, rep-
resented in Fig. 1b, is allowed but its branching fraction is highly suppressed because of

2

a ⇡+! µ+⌫

⇡+ W+

d

u

µ+

⌫

B+! µ+⌫

B+ W+

b

u

µ+

⌫

b

c B0
s9µ+µ�

B0
s

Z0

b

s

µ+

µ�

d B0
s! µ+µ�

B0
s

W+

W�
Z0

t

b

s

µ+

µ�

e B0
s! µ+µ�

B0
s

W+

⌫

W�

t

b

s µ�

µ+

f B0
s! µ+µ�

B0
s

X+

W�
X0

t

b

s

µ+

µ�

g B0
s! µ+µ�

B0
s

X+

⌫

W�

t

b

s

µ+

µ�

Figure 1 | Feynman diagrams related to the B0
s ! µ+µ� decay: (a) ⇡+ meson decay

through charged-current process; (b) B+ meson decay through charged-current process; (c)
forbidden B0

s

decay through flavour changing neutral current process; (d) and (e) higher-order
flavour changing neutral current processes for the B0

s

! µ+µ� decay allowed in the SM; and
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particles, denoted as X0 and X+, can alter the decay rate.

+1/3. A pictorial representation of this process, known as a Feynman diagram, is shown
in Fig. 1a. The u and d quarks are “first generation” or lowest mass quarks. Whenever a
decay mode is specified in this Letter, the charge conjugate mode is implied.

The B+ meson is similar to the ⇡+, except that the light d antiquark is replaced by
the heavy “third generation” beauty (b) antiquark, which has a charge of +1/3 and a
mass of ⇠5GeV/c2 (about five times the mass of a proton). The decay B+ ! µ+⌫, rep-
resented in Fig. 1b, is allowed but its branching fraction is highly suppressed because of
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Sensitive to NP:
MSSM (tanβ≫0).
2HDM.
Leptoquarks.
4th gen quark, etc.

angular momentum considerations (helicity suppression) and because it involves transi-
tions between quarks of di↵erent generations (CKM suppression), specifically the third
and first generations of quarks. All b hadrons, including the B+, B0

s

and B0 mesons,
decay predominantly via the transition of the b antiquark to a second generation charm
(c) antiquark, which is less CKM suppressed, in final states with charmed hadrons. Many
allowed decay modes, which typically involve charmed hadrons and other particles, have
angular momentum configurations that are not helicity suppressed.

The neutral B0

s

meson is similar to the B+ except that the u quark is replaced by a
“second generation” strange (s) quark of charge �1/3. The decay of the B0

s

meson to
two muons, shown in Fig. 1c, is forbidden at the elementary level because the Z0 cannot
couple directly to quarks of di↵erent flavours, i.e. there are no direct “flavour changing
neutral currents”. However, it is possible to respect this rule and still have this decay
occur through the “higher order” transitions such as those shown on Figs. 1d and 1e.
These are highly suppressed because each additional vertex reduces their probability of
occurring significantly. They are also helicity and CKM suppressed. Consequently, the
branching fractions for the B0

(s)

! µ+µ� decays are expected to very small compared to

the dominant b antiquark to c antiquark transitions. The corresponding decay of the B0

meson, where a d quark replaces the s quark, is even more CKM-suppressed because it
requires a jump across two quark generations rather than just one.

The branching fractions of these two decays, accounting for higher-order elec-
tromagnetic and strong interaction e↵ects, and using lattice quantum chromody-
namics to compute the B0

s

and B0 meson decay constants5–7, are reliably cal-
culated1 in the SM. Their values are B(B0

s

! µ+µ�)
SM

= (3.66± 0.23)⇥ 10�9 and
B(B0 ! µ+µ�)

SM

= (1.06± 0.09)⇥ 10�10.
Many theories that seek to go beyond the standard model (BSM) include new phe-

nomena and particles8,9 , such as in the diagrams shown on Figs. 1f and 1g, that can
significantly modify the SM branching fractions. In particular, theories with additional
Higgs bosons10,11 predict possible enhancements to the branching fractions. A significant
deviation of either of the two branching fraction measurements from the SM predictions
would give insight on how the SM should be extended. Alternatively, a measurement
compatible with the SM could provide strong constraints on BSM theories.

The ratio of the branching fractions of the two decay modes provides powerful dis-
crimination among BSM theories12. It is predicted in the SM1,13–15 to be R ⌘ B(B0 !
µ+µ�)

SM

/B(B0

s

! µ+µ�)
SM

= 0.0295+0.0028

�0.0025

. Notably, BSM theories with the property of
minimal flavour violation16 predict the same value as the SM for this ratio.

The first evidence for the decay B0

s

! µ+µ� was presented by the LHCb collabora-
tion in 201217. Both CMS and LHCb later published results from all data collected in
proton-proton collisions at centre-of-mass energies of 7TeV in 2011 and 8TeV in 2012.
The measurements had comparable precision and were in good agreement18,19, although
neither of the individual results had su�cient precision to constitute the first definitive
observation of the B0

s

decay to two muons.
In this Letter, the two sets of data are combined and analysed simultaneously to exploit

fully the statistical power of the data and to account for the main correlations between
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Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be
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FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.

PRL 111, 101804 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

6 SEPTEMBER 2013

101804-5

Best 
selection

Previous CMS results: 
PRL 107 (2011) 191802 & JHEP 04 (2012) 033 

Bottom physics @ CMS, Ivan Heredia, MWPF-2015

NATURE 2015: 
CMS & LHCb 
combination

Introduction Mesons Baryons Quarkonia Exotica Conclusions Backup

B(B0
d ,s ! µ+µ�)

Results (full sample) PRL 111 (2013) 101804

B(B0
s ! µ+µ�) = (3.0+1.0

�0.9)⇥ 10�9

B(B0
d ! µ+µ�) = (3.5+2.1

�1.8)⇥ 10�10

B(B0
d ! µ+µ�) < 1.1 ⇥ 10�9 @ 95% C.L.
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s ! µ+µ�) = (2.9 ± 0.7)⇥ 10�9 (fs/fu rescaled)

B(B0
d ! µ+µ�) = (3.6+1.6

�1.4)⇥ 10�10

]
9−

) [10−
µ+µ →s

0
BB(

0 2 4 6 8 10 12 14 16 18 20 22

 preliminary
CMS+LHCb

1−
CMS 25fb

1−
LHCb 3fb

   preliminary

1−
ATLAS 4.9fb

1−
CDF 10fb

1−
D0 10.4fb

SM

]
10−

) [10−
µ+µ →

0
BB(

0 1 2 3 4 5 6 7

 preliminary
CMS+LHCb

1−
CMS 25fb

1−
LHCb 3fb

1−
CDF 10fb SM

P. Ronchese - CMS CMS results on flavour physics - 9

2σ
4.3σ

]9�[10)�µ+µ⇥s
0BB(

0 1 2 3 4 5 6 7 8 9

]9�
[1

0
)� µ

+ µ
⇥

0
B

B
(

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

68.27%

95.45%

99.73% 5�
10

◊
6.3

�1

7�
10

◊
5.7

�1

9�
10

◊2
�1

SM

CMS and LHCb (LHC run I)

a

Figure 3 | Likelihood contours in the B(B0 ! µ+µ�) versus B(B0
s ! µ+µ�) plane.

The (black) cross on panel (a) marks the best-fit central value. The SM expectation and its un-
certainty is shown as the (red) marker. Each contour encloses a region approximately correspond-
ing to the reported confidence level. Variations of the test statistic �2�lnL for B(B0

s

! µ+µ�)
and B(B0 ! µ+µ�) are shown on panels (b) and (c), respectively. The dark and light (cyan)
areas define the ±1� and ±2� confidence intervals for the branching fraction, respectively. The
SM prediction and its uncertainty for each branching fraction is denoted with the vertical (red)
band.

the two branching fractions.
The combined fit result is shown for all 20 categories in Extended Data Fig. 1. To

represent the result of the fit in a single dimuon invariant mass spectrum, the mass
distributions of all categories, weighted according to values of S/(S + B), where S is the
expected number of B0

s

signal and B is the number of background events under the B0

s

peak
in that category, are added together and shown in Fig. 2. The result of the simultaneous
fit is overlaid. An alternative representation of the fit to the dimuon invariant mass
distribution for the six categories with the highest S/(S + B) value for CMS and LHCb,
as well as displays of events with high probability to be genuine signal decays, are shown
in the Extended Data Figs. 2–4.

The combined fit leads to the measurements

B(B0

s

! µ+µ�) =
�
2.8 +0.7

�0.6

�
⇥ 10�9 and

B(B0 ! µ+µ�) =
�
3.9 +1.6

�1.4

�
⇥ 10�10,

where the uncertainties include both statistical and systematic sources, the latter con-
tributing 35% and 18% of the total uncertainty for the B0

s

and B0 signals, respectively.
Using Wilks’ theorem28, the statistical significance in unit of standard deviations, �, is
computed to be 6.2 for the B0

s

! µ+µ� decay mode and 3.2 for the B0 ! µ+µ� mode.
For each signal the null hypothesis that is used to compute the significance includes all
background components predicted by the SM as well as the other signal, whose branching

7

$$

The$focus$now$will$be$on$BF$$$$$$$$$$$$$$$$$$$$$$$$$$$$$and$on$the$ra*o$R for Run-II (100 fb-1)$
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Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be
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FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.
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Figure 3 | Likelihood contours in the B(B0 ! µ+µ�) versus B(B0
s ! µ+µ�) plane.

The (black) cross on panel (a) marks the best-fit central value. The SM expectation and its un-
certainty is shown as the (red) marker. Each contour encloses a region approximately correspond-
ing to the reported confidence level. Variations of the test statistic �2�lnL for B(B0

s

! µ+µ�)
and B(B0 ! µ+µ�) are shown on panels (b) and (c), respectively. The dark and light (cyan)
areas define the ±1� and ±2� confidence intervals for the branching fraction, respectively. The
SM prediction and its uncertainty for each branching fraction is denoted with the vertical (red)
band.

the two branching fractions.
The combined fit result is shown for all 20 categories in Extended Data Fig. 1. To

represent the result of the fit in a single dimuon invariant mass spectrum, the mass
distributions of all categories, weighted according to values of S/(S + B), where S is the
expected number of B0

s

signal and B is the number of background events under the B0

s

peak
in that category, are added together and shown in Fig. 2. The result of the simultaneous
fit is overlaid. An alternative representation of the fit to the dimuon invariant mass
distribution for the six categories with the highest S/(S + B) value for CMS and LHCb,
as well as displays of events with high probability to be genuine signal decays, are shown
in the Extended Data Figs. 2–4.

The combined fit leads to the measurements

B(B0

s

! µ+µ�) =
�
2.8 +0.7

�0.6

�
⇥ 10�9 and

B(B0 ! µ+µ�) =
�
3.9 +1.6

�1.4

�
⇥ 10�10,

where the uncertainties include both statistical and systematic sources, the latter con-
tributing 35% and 18% of the total uncertainty for the B0

s

and B0 signals, respectively.
Using Wilks’ theorem28, the statistical significance in unit of standard deviations, �, is
computed to be 6.2 for the B0

s

! µ+µ� decay mode and 3.2 for the B0 ! µ+µ� mode.
For each signal the null hypothesis that is used to compute the significance includes all
background components predicted by the SM as well as the other signal, whose branching
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Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be
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FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.
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B(Bs
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Compare$with$SM,$MFV$&$4$SUSY$flavor$models$$$
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1)$no$CPV$beyond$the$CKM$phase$
2)$flavour$independence$of$Wilson$coefficients$$
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Figure 3 | Likelihood contours in the B(B0 ! µ+µ�) versus B(B0
s ! µ+µ�) plane.

The (black) cross on panel (a) marks the best-fit central value. The SM expectation and its un-
certainty is shown as the (red) marker. Each contour encloses a region approximately correspond-
ing to the reported confidence level. Variations of the test statistic �2�lnL for B(B0

s

! µ+µ�)
and B(B0 ! µ+µ�) are shown on panels (b) and (c), respectively. The dark and light (cyan)
areas define the ±1� and ±2� confidence intervals for the branching fraction, respectively. The
SM prediction and its uncertainty for each branching fraction is denoted with the vertical (red)
band.

the two branching fractions.
The combined fit result is shown for all 20 categories in Extended Data Fig. 1. To

represent the result of the fit in a single dimuon invariant mass spectrum, the mass
distributions of all categories, weighted according to values of S/(S + B), where S is the
expected number of B0

s

signal and B is the number of background events under the B0

s

peak
in that category, are added together and shown in Fig. 2. The result of the simultaneous
fit is overlaid. An alternative representation of the fit to the dimuon invariant mass
distribution for the six categories with the highest S/(S + B) value for CMS and LHCb,
as well as displays of events with high probability to be genuine signal decays, are shown
in the Extended Data Figs. 2–4.

The combined fit leads to the measurements

B(B0
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�
2.8 +0.7

�0.6

�
⇥ 10�9 and

B(B0 ! µ+µ�) =
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3.9 +1.6

�1.4

�
⇥ 10�10,

where the uncertainties include both statistical and systematic sources, the latter con-
tributing 35% and 18% of the total uncertainty for the B0

s

and B0 signals, respectively.
Using Wilks’ theorem28, the statistical significance in unit of standard deviations, �, is
computed to be 6.2 for the B0

s

! µ+µ� decay mode and 3.2 for the B0 ! µ+µ� mode.
For each signal the null hypothesis that is used to compute the significance includes all
background components predicted by the SM as well as the other signal, whose branching
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B0s→μ+μ- & B0→μ+μ-: Future
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RARE DECAY
B0→K*(892)0μ+μ-

Not allowed @LO (BR~10-6).
Complementary to B0s→μ+μ- 
(V/A vs. S/P-S interactions).

16

Introduzione

Analisi angolare di B0 ! K ⇤0µ+µ�

B0 K⇤0
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d
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d

B0 K⇤0

�, Z0
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ū, c̄, t̄

B0 K⇤0

H0

g̃

b̄

d

µ+

µ�

s̄

d

˜̄d

Nel Modello Standard

Corrente neutra con violazione di sapore proibita a livello albero:
diagrammi pinguino e a scatola

BR ⇠ 10�6

Scenari di nuova fisica

Contributo di nuove particelle

! Variazione di larghezza di decadimento e parametri angolari

A. Boletti (UNIPD) Decadimenti rari nella fisica del B a CMS IFAE 2015 3 / 8
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B0 ! K ⇤0µ+µ� , K ⇤0 ! K+⇡� angular analysis

μ−

μ+

K+

π−

μμ / K*0

θK

θL

ϕ

B0d

AFB : muons forward-backward asymmetry
FL : K ⇤0 longitudinal polarization
dB/dq2 : differential branching fraction
Deviations in q2-dependence can point to NP

PDF fit (
p

s = 7TeV) PLB 727 (2013) 77

Events divided in q2 bins, B0 ! K ⇤0(J/ , 0) regions removed
Unbinned max-likelihood fit to K⇡µµ mass, #µ , #K

More infos at slide 32
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φ is integrated (flat acceptance)
FS = Kπ S-wave fraction

AS = S&P waves interference amplitude
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B0 ! K ⇤0µ+µ� , K ⇤0 ! K+⇡� angular analysis

1
�

d3�
d cos#k d cos#l dq2 = 9

16
�⇥2

3Fs +
4
3As cos#K

⇤
(1 � cos2 #l)

+(1 � FS)
⇥
2FL cos2 #K (1 � cos2 #l)

+1
2(1 � FL)(1 � cos2 #K )(1 + cos2 #l)

+4
3AFB(1 � cos2 #K ) cos#l

⇤ 

AS ,FS : parameters describing K+⇡� system S-wave contribution
and interference

Differential B.R. determined by taking B(B0 ! K ⇤0J/ )
as normalization:

dB(B0!K⇤0µ+µ�)
dq2 = YS

YN

✏N
✏S

dB(B0!K⇤0J/ )
dq2

Back to main slide 10
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• Decay is characterized by 3 angular variables 
 

• One of the interesting parameter is muon  
   forward-backward asymmetry  (AFB) which  
   is sensitive to new physics 

dimuon invariant mass 

Decay parameters for BÆ Xl�l��
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and interference
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Deviations of BR, FL (frac. of 
K*0 long. pol), and AFB (μ’s) 
from SM in q2 = mμμ2 dep. can 
point to NP.

Bottom physics @ CMS, Ivan Heredia, MWPF-2015

20 August 2014 IPA workshop, 18-22 August, London 30

P'P'55 anomaly anomaly

Many theoretical papers to understand data

Altmannshofer & Straub perform a global 
analysis and find discrepancies at the level of 
3σ. Data best described by modified C9, by 
introducing a  flavour-changing Z' boson at 
O(1TeV or higher). [EPJC 73 2646 (2013), Gaul, 
Goertz & Haisch, JHEP 01 (2014) 069]

Data could be also explained by floating form-
factor uncertainties. In this way the 
discrepancy can be reduced to ≈ 2σ. [Jaeger & 
Camalich, JHEP 05 (2013) 043]

Lattice QCD predictions + measurements in 
related channels can help clarify the situation

?

Thursday, November 5, 15



RESULTS FOR B0→K*0μ+μ-

Agreement with SM and consistent with other experiments.

17
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Deviations in q2-dependence can point to NP

PDF fit (
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s = 7TeV) PLB 727 (2013) 77

Events divided in q2 bins, B0 ! K ⇤0(J/ , 0) regions removed
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Bottom physics @ CMS, Ivan Heredia, MWPF-2015
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Figure 4: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ�. The statistical
uncertainty is shown by the inner vertical bars, while the outer vertical bars give the total
uncertainty. The horizontal bars show the bin widths. The vertical shaded regions correspond
to the J/y and y0 resonances. The other shaded regions show the two SM predictions after rate
averaging across the q2 bins to provide a direct comparison to the data. Controlled theoretical
predictions are not available near the J/y and y0 resonances.

Table 3: Measurements from CMS (the 7 TeV results [29], this work for 8 TeV, and the com-
bination), LHCb [28], BaBar [52], CDF [27, 51], and Belle [26] of FL, AFB, and dB/dq2 in the
region 1 < q2 < 6 GeV2 for the decay B0 ! K⇤0µ+µ�. The CMS and LHCb results are from
B0 ! K⇤0µ+µ� decays. The remaining experiments add the corresponding B+ decay, and the
BaBar and Belle experiments also include the dielectron mode. The first uncertainty is statisti-
cal and the second is systematic. For the combined CMS results, only the total uncertainty is
reported. The two SM predictions are also given.

Experiment FL AFB dB/dq2 (10�8 GeV�2)
CMS (7 TeV) 0.68 ± 0.10 ± 0.02 �0.07 ± 0.12 ± 0.01 4.4 ± 0.6 ± 0.4

CMS (8 TeV, this analysis) 0.72 ± 0.05 ± 0.04 �0.15+ 0.10
� 0.08 ± 0.03 3.6 ± 0.3 ± 0.3

CMS (7 TeV + 8 TeV) 0.71 ± 0.06 �0.12+ 0.07
� 0.08 3.8 ± 0.4

LHCb 0.65+ 0.08
� 0.07 ± 0.03 �0.17 ± 0.06 ± 0.01 3.4 ± 0.3+ 0.4

� 0.5
BaBar — — 4.1+ 1.1

� 1.0 ± 0.1
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� 0.21 ± 0.08 0.29+ 0.20
� 0.23 ± 0.07 3.2 ± 1.1 ± 0.3

Belle 0.67 ± 0.23 ± 0.05 0.26+ 0.27
� 0.32 ± 0.07 3.0+ 0.9

� 0.8 ± 0.2
SM (LCSR) 0.79+ 0.09

� 0.12 �0.02+ 0.03
� 0.02 4.6+ 2.3

� 1.7
SM (Lattice) 0.73+ 0.08
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region 1 < q2 < 6 GeV2 for the decay B0 ! K⇤0µ+µ�. The CMS and LHCb results are from
B0 ! K⇤0µ+µ� decays. The remaining experiments add the corresponding B+ decay, and the
BaBar and Belle experiments also include the dielectron mode. The first uncertainty is statisti-
cal and the second is systematic. For the combined CMS results, only the total uncertainty is
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averaging across the q2 bins to provide a direct comparison to the data. Controlled theoretical
predictions are not available near the J/y and y0 resonances.
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Figure 5: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ� from CMS
(combination of the 7 TeV [29] results and this analysis), Belle [26], CDF [27, 51], BaBar [52],
and LHCb [28]. The CMS and LHCb results are from B0 ! K⇤0µ+µ� decays. The remaining
experiments add the corresponding B+ decay, and the BaBar and Belle experiments also include
the dielectron mode. The vertical bars give the total uncertainty. The horizontal bars show the
bin widths. The horizontal positions of the data points are staggered to improve legibility. The
vertical shaded regions correspond to the J/y and y0 resonances.
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vertical shaded regions correspond to the J/y and y0 resonances.
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RESULTS FOR B0→K*0μ+μ-

Agreement with SM and consistent with other experiments.
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Figure 4: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ�. The statistical
uncertainty is shown by the inner vertical bars, while the outer vertical bars give the total
uncertainty. The horizontal bars show the bin widths. The vertical shaded regions correspond
to the J/y and y0 resonances. The other shaded regions show the two SM predictions after rate
averaging across the q2 bins to provide a direct comparison to the data. Controlled theoretical
predictions are not available near the J/y and y0 resonances.

Table 3: Measurements from CMS (the 7 TeV results [29], this work for 8 TeV, and the com-
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averaging across the q2 bins to provide a direct comparison to the data. Controlled theoretical
predictions are not available near the J/y and y0 resonances.
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region 1 < q2 < 6 GeV2 for the decay B0 ! K⇤0µ+µ�. The CMS and LHCb results are from
B0 ! K⇤0µ+µ� decays. The remaining experiments add the corresponding B+ decay, and the
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reported. The two SM predictions are also given.
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predictions are not available near the J/y and y0 resonances.
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Figure 5: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ� from CMS
(combination of the 7 TeV [29] results and this analysis), Belle [26], CDF [27, 51], BaBar [52],
and LHCb [28]. The CMS and LHCb results are from B0 ! K⇤0µ+µ� decays. The remaining
experiments add the corresponding B+ decay, and the BaBar and Belle experiments also include
the dielectron mode. The vertical bars give the total uncertainty. The horizontal bars show the
bin widths. The horizontal positions of the data points are staggered to improve legibility. The
vertical shaded regions correspond to the J/y and y0 resonances.
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Figure 5: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ� from CMS
(combination of the 7 TeV [29] results and this analysis), Belle [26], CDF [27, 51], BaBar [52],
and LHCb [28]. The CMS and LHCb results are from B0 ! K⇤0µ+µ� decays. The remaining
experiments add the corresponding B+ decay, and the BaBar and Belle experiments also include
the dielectron mode. The vertical bars give the total uncertainty. The horizontal bars show the
bin widths. The horizontal positions of the data points are staggered to improve legibility. The
vertical shaded regions correspond to the J/y and y0 resonances.
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Figure 5: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ� from CMS
(combination of the 7 TeV [29] results and this analysis), Belle [26], CDF [27, 51], BaBar [52],
and LHCb [28]. The CMS and LHCb results are from B0 ! K⇤0µ+µ� decays. The remaining
experiments add the corresponding B+ decay, and the BaBar and Belle experiments also include
the dielectron mode. The vertical bars give the total uncertainty. The horizontal bars show the
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vertical shaded regions correspond to the J/y and y0 resonances.

Thursday, November 5, 15



RESULTS FOR B0→K*0μ+μ-

Agreement with SM and consistent with other experiments.

17

Introduction Mesons Baryons Quarkonia Exotica Conclusions Backup

B0 ! K ⇤0µ+µ� , K ⇤0 ! K+⇡� angular analysis

μ−

μ+

K+

π−

μμ / K*0

θK

θL

ϕ

B0d

AFB : muons forward-backward asymmetry
FL : K ⇤0 longitudinal polarization
dB/dq2 : differential branching fraction
Deviations in q2-dependence can point to NP

PDF fit (
p

s = 7TeV) PLB 727 (2013) 77

Events divided in q2 bins, B0 ! K ⇤0(J/ , 0) regions removed
Unbinned max-likelihood fit to K⇡µµ mass, #µ , #K

More infos at slide 32

P. Ronchese - CMS CMS results on flavour physics - 10

Will update with full angular analysis and more data to 
test LHCb P5’ anomaly...

Bottom physics @ CMS, Ivan Heredia, MWPF-2015

Studying Λb ⇾ μμΛ(*) (Cecilia talk!)

EU
R

O
PEA

N
O

R
G

A
N

IZ
A

TIO
N

FO
R

N
U

C
LEA

R
R

ESEA
R

C
H

(C
ER

N
)

C
ER

N
-PH

-EP/2015-178
2015/07/30

C
M

S-BPH
-13-010

A
ngularanalysis

ofthe
decay

B
0!

K
⇤0µ

+
µ
�

from
pp

collisions
at p

s
=

8
TeV

The
C

M
S

C
ollaboration

⇤

A
bstract

The
angular

distributions
and

the
differentialbranching

fraction
ofthe

decay
B

0
!

K
⇤(892) 0µ

+
µ
�

are
studied

using
data

corresponding
to

an
integrated

lum
inosity

of
20.5

fb
�

1
collected

w
ith

the
C

M
S

detector
at

the
LH

C
in

pp
collisions

at
p

s
=

8
TeV

.From
1430

signaldecays,the
forw

ard-backw
ard

asym
m

etry
ofthe

m
uons,the

K
⇤(892) 0longitudinalpolarization

fraction,and
the

differentialbranching
fraction

are
determ

ined
as

a
function

ofthe
dim

uon
invariantm

ass
squared.The

m
easurem

ents
are

am
ong

the
m

ostprecise
to

date
and

are
in

good
agreem

entw
ith

standard
m

odel
predictions.

Subm
itted

to
PhysicsLettersB

c�
2015

C
ER

N
forthe

benefitofthe
C

M
S

C
ollaboration.C

C
-BY-3.0

license

⇤See
A

ppendix
A

forthe
listofcollaboration

m
em

bers

arXiv:1507.08126v1  [hep-ex]  29 Jul 2015
NEW:

11

)2 (GeV2q
2 4 6 8 10 12 14 16 18

LF

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

Data
〉 SM, LCSR 〈
〉 SM, Lattice 〈

CMS  (8 TeV)1−20.5 fb

)2 (GeV2q
2 4 6 8 10 12 14 16 18

FBA

-1
-0.8
-0.6
-0.4
-0.2

0
0.2
0.4
0.6
0.8

1
Data

〉 SM, LCSR 〈
〉 SM, Lattice 〈

CMS  (8 TeV)1−20.5 fb

)2 (GeV2q
2 4 6 8 10 12 14 16 18

)2−
 G

eV
× 8−

 (1
0

2 q
 / 

d
Βd

0

2

4

6

8

10

12
Data

〉 SM, LCSR 〈
〉 SM, Lattice 〈

CMS  (8 TeV)1−20.5 fb

Figure 4: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ�. The statistical
uncertainty is shown by the inner vertical bars, while the outer vertical bars give the total
uncertainty. The horizontal bars show the bin widths. The vertical shaded regions correspond
to the J/y and y0 resonances. The other shaded regions show the two SM predictions after rate
averaging across the q2 bins to provide a direct comparison to the data. Controlled theoretical
predictions are not available near the J/y and y0 resonances.

Table 3: Measurements from CMS (the 7 TeV results [29], this work for 8 TeV, and the com-
bination), LHCb [28], BaBar [52], CDF [27, 51], and Belle [26] of FL, AFB, and dB/dq2 in the
region 1 < q2 < 6 GeV2 for the decay B0 ! K⇤0µ+µ�. The CMS and LHCb results are from
B0 ! K⇤0µ+µ� decays. The remaining experiments add the corresponding B+ decay, and the
BaBar and Belle experiments also include the dielectron mode. The first uncertainty is statisti-
cal and the second is systematic. For the combined CMS results, only the total uncertainty is
reported. The two SM predictions are also given.
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� 0.12 �0.02+ 0.03
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Figure 5: Measured values of FL, AFB, and dB/dq2 versus q2 for B0 ! K⇤0µ+µ� from CMS
(combination of the 7 TeV [29] results and this analysis), Belle [26], CDF [27, 51], BaBar [52],
and LHCb [28]. The CMS and LHCb results are from B0 ! K⇤0µ+µ� decays. The remaining
experiments add the corresponding B+ decay, and the BaBar and Belle experiments also include
the dielectron mode. The vertical bars give the total uncertainty. The horizontal bars show the
bin widths. The horizontal positions of the data points are staggered to improve legibility. The
vertical shaded regions correspond to the J/y and y0 resonances.
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vertical shaded regions correspond to the J/y and y0 resonances.
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NRQCD factorization approach

Non Relativistic Quantum ChromoDynamics (NRQCD) is an effective 
theory that factorizes quarkonium production into 2 steps

1. Production of the initial quark-antiquark pair (perturbative QCD)

2. Hadronization of the initial pair into a bound state 
(non-perturbative QCD)
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Pre-LHC era

• Theory calculations cannot simultaneously describe the production 
cross sections and polarizations measured at the Tevatron

• Determination of the polarization parameters was inconsistent

➡ LHC is a quarkonium factory (high energy and luminosity)
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PRL 108, 172002 (2012)
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• Theory calculations cannot simultaneously describe the production 
cross sections and polarizations measured at the Tevatron

• Determination of the polarization parameters was inconsistent

➡ LHC is a quarkonium factory (high energy and luminosity)
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J/ψ

Large transverse Pol. 
expected (λθ ~1 @ high pT). 
Not seen by CDF in J/ψ. 
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Measurement of the !ð1SÞ, !ð2SÞ, and !ð3SÞ Polarizations in pp Collisions at
ffiffiffi
s

p ¼ 7 TeV

S. Chatrchyan et al.*

(CMS Collaboration)
(Received 13 September 2012; published 20 February 2013)

The polarizations of the !ð1SÞ, !ð2SÞ, and !ð3SÞ mesons are measured in proton-proton collisions atffiffiffi
s

p ¼ 7 TeV, using a data sample of !ðnSÞ ! !þ!% decays collected by the CMS experiment,

corresponding to an integrated luminosity of 4:9 fb%1. The dimuon decay angular distributions are

analyzed in three different polarization frames. The polarization parameters "# , "’, and "#’, as well

as the frame-invariant quantity ~", are presented as a function of the !ðnSÞ transverse momentum between

10 and 50 GeV, in the rapidity ranges jyj< 0:6 and 0:6< jyj< 1:2. No evidence of large transverse or

longitudinal polarizations is seen in the explored kinematic region.

DOI: 10.1103/PhysRevLett.110.081802 PACS numbers: 13.20.Gd, 13.85.Qk, 13.88.+e

Studies of heavy-quarkonium production play a crucial
role in the detailed investigation of quantum chromody-
namics (QCD), from the hard region, where an expansion
in the coupling constant is possible, to the soft region,
dominated by nonperturbative effects [1]. Given their
high mass, heavy-quarkonium states are approximately
nonrelativistic systems, allowing the application of theo-
retical tools that simplify and constrain the analyses of
nonperturbative effects [2]. The differential cross sections
of J=c and!mesons produced at Tevatron [3–5] and LHC
[6–8] energies can be reproduced by calculations based on
nonrelativistic QCD (NRQCD) [9], dominated by ‘‘color
octet’’ production. However, the corresponding predictions
[10] of strong transverse polarizations (dominant angular
momentum component Jz ¼ &1 with respect to the quark-
onium momentum direction) are in stark disagreement
with the negligible polarizations measured for the J=c
[11]. The ! satisfies the nonrelativistic approximation
much better than the J=c , making the ! polarization a
more decisive test of NRQCD, especially at asymptotically
large transverse momentum, pT. The existing measure-
ments, however, are inconclusive, with the CDF [12] and
D0 [13] results in mutual contradiction.

The polarization of the (JPC ¼ 1%%) ! states can be
measured through the study of the angular distribution of
the leptons produced in the ! ! !þ!% decay [14],

Wðcos#;’j ~"Þ / 1

ð3þ "#Þ
ð1þ "#cos

2#

þ "’sin
2# cos2’þ "#’ sin2# cos’Þ;

(1)

where # and ’ are the polar and azimuthal angles, respec-
tively, of the !þ with respect to the z axis of the chosen
polarization frame. As pointed out in Refs. [14–18],
improved experimental measurements of quarkonium po-
larization require measuring all the angular distribution

parameters, ~" ¼ ð"#;"’;"#’Þ, in different polarization
frames, as well as a frame-invariant polarization parameter,
~" ¼ ð"# þ 3"’Þ=ð1% "’Þ. This approach has already
been followed in the !ðnSÞ polarization analysis of CDF
[12], and in some recent theory calculations [19].
This Letter presents the measurement of the polariza-

tions of the !ðnSÞ mesons produced in pp collisions at a
center-of-mass energy of 7 TeV. The analysis is based on
a dimuon sample collected by the CMS experiment at
the LHC, corresponding to an integrated luminosity of
4:9 fb%1 and containing 252 000 !ð1SÞ, 94 000 !ð2SÞ,
and 58 000 !ð3SÞ mesons (after all selection criteria).
The analysis uses an unbinned likelihood approach,

independent of assumptions on the production kinematics.
The results are obtained in three frames, with different
directions of the quantization axis: the center-of-mass
helicity (HX) frame, where the polar axis coincides with
the direction of the ! momentum; the Collins-Soper (CS)
frame [20], whose axis is the average of the two beam
directions in the ! rest frame; and the perpendicular
helicity (PX) frame [21], orthogonal to the CS frame.
The y axis of the polarization frame is taken, in all cases,
to be in the direction of the vector product of the two beam

directions, ~P1 ' ~P2 and ~P2 ' ~P1 for positive and negative
rapidity, respectively.
The central feature of the CMS apparatus [22] is a

superconducting solenoid of 6 m internal diameter, provid-
ing a 3.8 T field. The main subdetectors used in this
analysis are the silicon tracker and the muon system. The
silicon tracker, composed of pixel and strip detector mod-
ules, is immersed in the magnetic field and enables the
measurement of charged-particle momenta over the pseu-
dorapidity range j#j< 2:5. Muons are measured in the

*Full author list given at the end of the article.
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• Polarization is measured through the angular decay distribution of 

the quarkonium decaying into two muons

• Angular decay distribution is measured 

with respect to a certain reference frame

- center-of-mass helicity HX (polar axis zHX 
≈ direction of quarkonium momentum)

- Collins-Soper CS (zCS ≈ direction of 
relative velocity of colliding particles)

- perpendicular helicity PX (zPX ⊥ zCS)
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where λϑ, λφ, λϑφ are the polarization parameters

W (cos#,'|~�) = 3/(4⇡)

(3 + �#)
(1 + �# cos

2 #+ �' sin

2 # cos 2'+ �#' sin 2# cos')
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Gottfried-Jackson axis (GJ): direction of one or the other beam 
Collins-Soper axis (CS): average of the two beam directions 
Perpendicular helicity axis (PX): perpendicular to CS 

Helicity Axis (HX): quarkonium momentum direction!
Gottfried-Jackson Axis (GJ): direction of one or other beam !
Collins-Soper Axis (CS): average of the two beam directions!
Perpendicular Helicity Axis (PX): perpendicular to CS 

Quantization axis is a choice for the analyst 

Different choice of axis leads to!
different measurement frame… 

z-direction (frame)
•HX (Helicity): pQ
•CS (Collins-Soper): <pp1, pp2>
•PX:  ⟂CS

Υ(nS) is a better lab for 
NRQCD than J/ψ or ψ’.
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Pre-LHC era

• Theory calculations cannot simultaneously describe the production 
cross sections and polarizations measured at the Tevatron

• Determination of the polarization parameters was inconsistent

➡ LHC is a quarkonium factory (high energy and luminosity)
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Fig. 6. Polarization parameters λϑ , λϕ , and λϑϕ measured in the HX frame for prompt J/ψ (left) and ψ(2S) (right) mesons, as a function of pT and for several |y| bins. The
error bars represent total uncertainties (at 68.3% CL). The curves in the top two panels represent calculations of λϑ from NLO NRQCD [26], the dashed lines illustrating their
uncertainties.

Fig. 7. Values of the frame-independent parameter λ̃ for the J/ψ (left) and ψ(2S) (right) measured in the CS, HX, and PX frames, as a function of pT and for |y| < 0.6. The
error bars represent total uncertainties (at 68.3% CL).

analysis. For visibility reasons, the HX curves are not shown; in the
phase space of this analysis (mid-rapidity and relatively high pT),
the HX and PX frames are almost identical.

4. Results

The frame-dependent λ parameters measured in the HX frame
are presented, for both charmonia, in Fig. 6, as a function of pT
and |y|. The average values of pT and |y| are given in the supple-
mental material. The solid curves in the top two panels of Fig. 6
represent next-to-leading order (NLO) NRQCD calculations [26] of
the λϑ parameter for prompt J/ψ and ψ(2S) mesons as a function
of pT for |y| < 2.4. The dashed lines give an estimate of the un-
certainties in the theoretical predictions. The measured values of
λϑ are in clear disagreement with these NLO NRQCD calculations.
Fig. 7 displays the frame-invariant parameter, λ̃, measured in the
CS, HX, and PX frames, for the rapidity range |y| < 0.6. The three
sets of λ̃ measurements are in good agreement, as required in the
absence of unaddressed systematic effects; the same consistency is
also observed in the other rapidity bins. All the results for λϑ , λϕ ,

λϑϕ , and λ̃, for the two ψ(nS) states and in the three frames con-
sidered in this analysis, including the total 68.3%, 95.5%, and 99.7%
CL uncertainties and the 68.3% CL statistical uncertainties, are tab-
ulated in the supplemental material.

None of the three polarization frames shows large polarizations,
excluding the possibility that a significant polarization could re-
main undetected because of smearing effects induced by inappro-
priate frame choices [8]. While a small prompt J/ψ polarization
can be interpreted as reflecting a mixture of directly produced
mesons with those produced in the decays of heavier (P-wave)
charmonium states, this explanation cannot apply to the ψ(2S)
state, unaffected by feed-down decays from heavier charmonia.

5. Summary

In summary, the polarizations of prompt J/ψ and ψ(2S)
mesons produced in pp collisions at

√
s = 7 TeV have been

determined as a function of the ψ(nS) pT in two or three rapid-
ity ranges, extending well beyond the domains probed by previous
experiments, and in three different polarization frames, using both

Figure 3 shows, for the rapidity range 0.0–0.6, one-
dimensional profiles (68.3%, 95.5%, and 99.7% CL inter-
vals) of the PPDs of the parameters !# , !’, and !#’, for the
!ð1SÞ, !ð2SÞ, and !ð3SÞ states, in the HX frame. Similar
values are obtained in the 0.6–1.2 rapidity range (see the
Supplemental Material [25]). Figure 4 displays the corre-
sponding results for the frame-invariant parameter ~!,
including also the CS and PX values. The results obtained
in the three frames are in good agreement, as required in the

absence of unaccounted for systematic effects. Complete
tables of results for!# ,!’,!#’, and ~!, for the three! states
and in the three frames considered in this analysis, are
available in the Supplemental Material [25].
All the polarization parameters are compatible with zero

or small values in the three polarization frames, excluding
that a significant polarization could remain undetected
because of smearing effects induced by unfortunate frame
choices. The indication that the !ðnSÞ resonances are
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Fig. 6. Polarization parameters λϑ , λϕ , and λϑϕ measured in the HX frame for prompt J/ψ (left) and ψ(2S) (right) mesons, as a function of pT and for several |y| bins. The
error bars represent total uncertainties (at 68.3% CL). The curves in the top two panels represent calculations of λϑ from NLO NRQCD [26], the dashed lines illustrating their
uncertainties.

Fig. 7. Values of the frame-independent parameter λ̃ for the J/ψ (left) and ψ(2S) (right) measured in the CS, HX, and PX frames, as a function of pT and for |y| < 0.6. The
error bars represent total uncertainties (at 68.3% CL).

analysis. For visibility reasons, the HX curves are not shown; in the
phase space of this analysis (mid-rapidity and relatively high pT),
the HX and PX frames are almost identical.

4. Results

The frame-dependent λ parameters measured in the HX frame
are presented, for both charmonia, in Fig. 6, as a function of pT
and |y|. The average values of pT and |y| are given in the supple-
mental material. The solid curves in the top two panels of Fig. 6
represent next-to-leading order (NLO) NRQCD calculations [26] of
the λϑ parameter for prompt J/ψ and ψ(2S) mesons as a function
of pT for |y| < 2.4. The dashed lines give an estimate of the un-
certainties in the theoretical predictions. The measured values of
λϑ are in clear disagreement with these NLO NRQCD calculations.
Fig. 7 displays the frame-invariant parameter, λ̃, measured in the
CS, HX, and PX frames, for the rapidity range |y| < 0.6. The three
sets of λ̃ measurements are in good agreement, as required in the
absence of unaddressed systematic effects; the same consistency is
also observed in the other rapidity bins. All the results for λϑ , λϕ ,

λϑϕ , and λ̃, for the two ψ(nS) states and in the three frames con-
sidered in this analysis, including the total 68.3%, 95.5%, and 99.7%
CL uncertainties and the 68.3% CL statistical uncertainties, are tab-
ulated in the supplemental material.

None of the three polarization frames shows large polarizations,
excluding the possibility that a significant polarization could re-
main undetected because of smearing effects induced by inappro-
priate frame choices [8]. While a small prompt J/ψ polarization
can be interpreted as reflecting a mixture of directly produced
mesons with those produced in the decays of heavier (P-wave)
charmonium states, this explanation cannot apply to the ψ(2S)
state, unaffected by feed-down decays from heavier charmonia.

5. Summary

In summary, the polarizations of prompt J/ψ and ψ(2S)
mesons produced in pp collisions at

√
s = 7 TeV have been

determined as a function of the ψ(nS) pT in two or three rapid-
ity ranges, extending well beyond the domains probed by previous
experiments, and in three different polarization frames, using both

Figure 3 shows, for the rapidity range 0.0–0.6, one-
dimensional profiles (68.3%, 95.5%, and 99.7% CL inter-
vals) of the PPDs of the parameters !# , !’, and !#’, for the
!ð1SÞ, !ð2SÞ, and !ð3SÞ states, in the HX frame. Similar
values are obtained in the 0.6–1.2 rapidity range (see the
Supplemental Material [25]). Figure 4 displays the corre-
sponding results for the frame-invariant parameter ~!,
including also the CS and PX values. The results obtained
in the three frames are in good agreement, as required in the

absence of unaccounted for systematic effects. Complete
tables of results for!# ,!’,!#’, and ~!, for the three! states
and in the three frames considered in this analysis, are
available in the Supplemental Material [25].
All the polarization parameters are compatible with zero

or small values in the three polarization frames, excluding
that a significant polarization could remain undetected
because of smearing effects induced by unfortunate frame
choices. The indication that the !ðnSÞ resonances are
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All polarizations are consistent with zero.
Excludes large polarizations in the explored 
kinematical region.
For λθ, in clear disagreement with NRQCD 
predictions, even for Υ(3S)!

Bottom physics @ CMS, Ivan Heredia, MWPF-2015 Studies ongoing at 13 TeV.
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CONFIRMATION OF 
EXOTIC Y(4140)

Evidence of a resonance near ψφ 
thesh. in B+→ψφK+ (CDF/09, D0).
CDF/11 found ~5σ. D0 ~3σ.
Not confirmed by Belle & LHCb.
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FIG. 1: (a) The mass distribution of J/ψ φK+; the solid blue
line is a fit to the data with a Gaussian signal function and
linear background function. (b) The K+K− mass distribu-
tions inside the B mass window (black solid) and in the B
sidebands (red dotted).

m(µ+µ−K+K−) − m(µ+µ−) for events in the B+

mass window. Events from reference [12] and from new
data are shown in (a) top and bottom. In the Y (4140)
signal region (∆M < 1.07GeV/c2), the new data agree
within 1σ of the expectation (6 events compared to 7.3
expected). Over the entire examined region the two
data sets are consistent at the 7% probability level. We
have investigated the consistency of particle ID for the
two data sets using the B+ → J/ψK+ channel and
see no discrepant effects. In (b) and (c), we display
∆M distributions for the events in the B signal and
sideband in the combined data sample. We restrict our
study to events with ∆M smaller than 1.56 GeV/c2 to
avoid appreciable combinatorial backgrounds from
misidentified B0

s → ψ(2S)φ→ (J/ψ π+π−)φ decays [12].
An enhancement is observed near the J/ψ φ threshold
from the B+ signal while there are no events in the
∆M range below 1.1 GeV/c2 from the combinatorial
background estimated from B sideband events.
We model the observed threshold structure by an S-

wave relativistic Breit-Wigner (BW) function [21] con-
voluted with a Gaussian resolution function with the
RMS fixed to 1.7 MeV/c2 obtained fromMC. Three–body
phase space [1] is used to describe the background shape.
There is still a small B0

s contribution (3.3±1.0 events)
in the ∆M distribution up to 1.56 GeV. The MC shape
of the B0

s contribution is normalized to this area and
added to the three-body phase space. The parameters
from an unbinned likelihood fit to the ∆M distribution,
as shown in Fig. 2(b), are given in Table I. To test the
hypothesis that the structure has zero width (weak de-
cay), we also fit the ∆M distribution to a zero-width
peak, using a single Gaussian with RMS given by the
expected mass resolution (1.7 MeV/c2), plus phase space
background. The statistical significance for a non-zero
width determined by the likelihood ratio between these
two fits is 3.7σ, favoring a strong decay (non-zero width)
rather than a weak decay for this structure.
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FIG. 2: (a) The mass difference, ∆M , between µ+µ−K+K−

and µ+µ−, in the B+ mass window. Top–data from Ref. [12],
bottom–new data. (b) A fit to the combined data assum-
ing Y (4140) only. (c) A fit to the combined data assuming
two structures. This fit, including the second peak, lowers
the 3–body phase space background under the first peak and
increases its yield and significance with negligible effect on
its resonance parameters. The shaded histogram is the data
from the B sideband. The dotted blue curve is the predicted
background contribution, the dash-dotted black curve is the
predicted B0

s contamination, and the solid red curve is the
total unbinned fit.

The combinatorial background contains primarily
misidentified φ candidates, as can be seen in Fig. 1 (b).
These two tracks with a φ-like mass will be combined
with a real J/ψ, and an additional kaon candidate, all
having a common vertex and forming a B mass. We
model this component with phase space. To check this
assumption, we performed several studies in which we re-
laxed cuts that would not influence the mass-difference
distribution of events from the B mass region: loosened
vertex requirements or loosened Lxy cuts. These studies
show that the combinatoric background from the B side-
band region is consistent with 3–body phase space. We
can now conclude that the flat background hypothesis
used in the previous paper [12] was overly conservative.
We determine the significance of the structure at the

J/ψ φ threshold based on simulation. We generated
8.4× 107 mass spectra (119 events for each, correspond-
ing to the number of observed events) drawn from a
three–body phase-space-like distribution, and search for
the most significant fluctuation in each spectrum in the
mass range of 1.02 to 1.56 GeV/c2, with widths in the
range of resolution up to 120 MeV/c2 [12]. We evaluate
2∆lnL = −2ln(L0/Lmax) value for each generated spec-
trum, where L0 and Lmax are the likelihood values for
the null hypothesis fit and signal hypothesis fit. Both
fits use three-body phase space to describe the back-
ground. There are 19 generated spectra with a 2∆lnL
value greater than or equal to the value (34.9 obtained
in the data assuming the Y (4140) structure only [23])
obtained in the data. The resulting p-value, taken as
the fraction of the generated spectra with a 2∆lnL value
greater than or equal to the value obtained in the data,
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FIG. 1: (a) The mass distribution of J/ψφK+; the solid line
is a fit to the data with a Gaussian signal function and flat
background function. (b) The B+ sideband-subtracted mass
distribution of K+K− without the φ mass window require-
ment. The solid curve is a P -wave relativistic Breit-Wigner
fit to the data.

to other hadrons [19]. In addition, we require a mini-
mum Lxy(B+) for the B+ → J/ψφK+ candidate, where
Lxy(B+) is the projection onto p⃗T (B+) of the vector con-
necting the primary vertex to the B+ decay vertex. The
primary vertex is determined for each event using prompt
tracks.

The Lxy(B+) and LLR requirements for B+ →
J/ψφK+ are then chosen to maximize S/

√
S + B , where

S is the number of B+ → J/ψφK+ signal events and
B is the number of background events in the J/ψφK+

mass range of 5.0 to 5.6 GeV/c2 in the data. The val-
ues of S and B are determined from an unbinned log-
likelihood fit to the mass spectrum of J/ψφK+, for a
given set of values of Lxy(B+) and LLR. A Gaussian
function is used to represent the B+ → J/ψφK+ signal,
where the mean value of the Gaussian is fixed to the B+

world-average mass value [17]. The B+ mass resolution
is fixed to the value 5.9 MeV/c2 obtained from Monte
Carlo (MC) simulation [20]. A linear function is used to
model the background in the fit. The requirements ob-
tained by maximizing S/

√
S + B are Lxy(B+) > 500 µm

and LLR > 0.2. In order to study the efficiency of
the Lxy(B+) and LLR selections, we also reconstruct
B+ → J/ψK+ and B0

s → J/ψφ as control channels. We
select approximately 50 000 B+ → J/ψK+ and 3000
B0

s → J/ψφ events by applying similar requirements
as for the J/ψφK+ channel but without the Lxy(B+)
and LLR requirements. The efficiency for PID with the
LLR > 0.2 requirement is approximately 80% per kaon
and is reasonably flat as a function of kaon pT ; the ef-
ficiency for Lxy(B+) > 500 µm is approximately 60%,
based on the B+ → J/ψK+ control sample.

The invariant mass of J/ψφK+ after the Lxy(B+) and
LLR requirements and J/ψ and φ mass window require-
ments is shown in Fig. 1(a). A fit with a Gaussian signal
function and a flat background function to the mass spec-
trum of J/ψφK+ returns a B+ signal of 75 ± 10(stat)
events. We select B+ signal candidates with a mass
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FIG. 2: (a) The Dalitz plot of m2(φK+) versus m2(J/ψφ)
in the B+ mass window. The boundary shows the kine-
matic allowed region. (b) The mass difference, ∆M , between
µ+µ−K+K− and µ+µ−, in the B+ mass window. The dash-
dotted curve is the background contribution and the red solid
curve is the total unbinned fit.

within 3σ (17.7 MeV/c2) of the nominal B+ mass; the
purity of the B+ signal in that mass window is approxi-
mately 80%.

The combinatorial background under the B+ peak
includes B hadron decays such as B0

s → ψ(2S)φ →
J/ψπ+π−φ, in which the pions are misidentified as kaons.
However, background events with misidentified kaons
cannot yield a Gaussian peak at the B+ mass consistent
with the 5.9 MeV/c2mass resolution. The kinematics are
such that for the hypothesis B+ → J/ψK+K−K+, only
events with real kaons can produce the observed Gaus-
sian signal. Thus, with the B+ mass window selection
the sample consists of real B+ → J/ψK+K−K+ decays
over a small combinatorial background.

Figure 1(b) shows the invariant mass distribution of
K+K− pairs from µ+µ−K+K−K+ candidates within
±3σ of the nominal B+ mass. The spectrum shown in
this figure has had the sidebands subtracted, but the φ
mass window selection has not been applied. By fitting
the K+K− mass spectrum to a P -wave relativistic Breit-
Wigner (BW) function [21] convoluted with a Gaussian
resolution function with the rms fixed to 1.3 MeV/c2 ob-
tained from simulation, we obtain a mass of 1019.6± 0.3
MeV/c2 and a width of 3.84 ± 0.65 MeV/c2with χ2

probability of 28%, consistent with the world-average
values for the φ meson [17]. The good fit indicates
that after the ±7 MeV/c2 selection on the φ mass win-
dow, the B+ → J/ψK+K−K+ final state is well de-
scribed as J/ψφK+, with negligible contributions from
J/ψf0(980)K+ or J/ψK+K−K+ phase space.

We examine the effects of detector acceptance and se-
lection requirements using B+ → J/ψφK+ MC events
simulated by phase space distributions. The MC events
are smoothly distributed in the Dalitz plot and in the
J/ψφ mass spectrum. Figure 2(a) shows the Dalitz plot
of m2(φK+) versus m2(J/ψφ), and Fig. 2(b) shows the
mass difference, ∆M = m(µ+µ−K+K−) − m(µ+µ−),
for events in the B+ mass window in our data sample.
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FIG. 6: (color online) Invariant mass distributions of B+ →
J/ψφK+ candidates in two selected intervals of M(J/ψφ).
Superimposed are the fits of a Gaussian signal (solid blue
lines) with a second-order Chebyshev polynomial background
(dashed red lines), with the signal and background shape pa-
rameters constrained to the results of the fit in Fig. 1, and
allowing for the signal yield to vary.

onant component, ∆χ2 = 14.7 for 3 degrees of free-
dom, is 3.1 standard deviations. The fitted mass of
this state is 4159.0 ± 4.3 (stat) MeV and the width is
19.9 ± 12.6 (stat) MeV. We identify this structure with
X(4140) and we find that the quasi-two body decay
B+ → X(4140)K+ constitutes (21 ± 8 (stat))% of the
B+ → J/ψφK+ decay rate. The data also support the
presence of a structure around 4300 MeV, however they
do not allow a stable fit with an unconstrained width.
When a second resonance is allowed by setting the nat-
ural width to 30 MeV, consistent with the CDF data,
the fit as shown in Fig. 7(c) returns 47± 20 events at an
invariant mass of 4328.5± 12.0 MeV.

The X(4140) mass and width measurements and the
relative branching fraction are subject to systematic un-
certainties associated with the precision of the B+ mass
measurement, with the J/ψφmass resolution in the vicin-
ity of X(4140), and with the variation of the reconstruc-
tion efficiency with M(J/ψφ). To estimate these uncer-
tainties, we perform alternative fits applying more re-
strictive event selection criteria, using a different bin size,
and fitting the net mass distribution of J/ψφ pairs com-
ing from B+ decay obtained by subtracting the prop-
erly normalized background from the sideband region.
In addition, we consider the following variations of the
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FIG. 7: (color online) The B+ → J/ψφK+ signal yield per
30 MeV resulting from fits in 17 M(J/ψφ) bins defined in
the text, corrected for acceptance. Note that the second and
third bins have widths of 15 MeV, and the points are nor-
malized to the counts per 30 MeV as the rest of the bins.
(a) Fit allowing for no J/ψφ resonance and assuming a three-
body phase-space (PHSP) [1]; (b) allowing for a Breit-Wigner
X(4140) signal with an unconstrained mass and width and
with a resolution of 4 MeV; (c) allowing for two Breit-Wigner
resonances where the natural width of the second is set to
30 MeV. The resonance contributions, the three-body phase-
space contribution, and the total fit are also shown.

B+ mass fits in M(J/ψφ) intervals: We vary the B+

mean mass by its uncertainty of ±3 MeV, vary the B+

mass resolution by its uncertainty of ±1 MeV, vary back-
ground parameters within their uncertainties and use a
third-order Chebyshev polynomial in the fit to the back-
ground.

In the nominal fits of the signal yield as a func-
tion of M(J/ψφ), we use the J/ψφ mass resolution
of 4 MeV as obtained in simulations. For decay pro-

a width of 32.3 MeV [2] does not a↵ect the X(4140) yield. Reflections of K� reso-
nances [23, 24] and possible broad J/ � resonances can also contribute near and under
the narrow X(4140) resonance. To explore the sensitivity of our results to the assumed
background shape, we also fit the data in the 1020 � 1400 MeV range with a quadratic
function multiplied by the e�ciency-corrected three-body phase-space factor (Fbkg

2

) to
impose the kinematic threshold. The preferred value of the X(4140) yield is 0.6 events
with a positive error of 7.1 events. This fit is shown in Fig. 3(b).

1000 1100 1200 1300 1400

C
a

n
d
id

a
te

s 
/ 
4

 M
e

V

0

2

4

6

8

10

(a)

+ Kφψ J/→+B
LHCb

) [MeV]ψ)-M(J/φψM(J/
1000 1100 1200 1300 1400

C
a

n
d
id

a
te

s 
/ 

4
 M

e
V

0

2

4

6

8

10

(b)

 

Figure 3: Distribution of the mass di↵erence M(J/ �) � M(J/ ) for the B+ ! J/ �K+ in
the B+ (±2.5�) and � (±15 MeV) mass windows. Fit of X(4140) signal on top of a smooth
background is superimposed (solid red line). The dashed blue (dotted blue) line on top illustrates
the expected X(4140) (X(4274)) signal yield from the CDF measurement [2]. The top and
bottom plots di↵er by the background function (dashed black line) used in the fit: (a) an

e�ciency-corrected three-body phase-space (Fbkg

1

); (b) a quadratic function multiplied by the

e�ciency-corrected three-body phase-space factor (Fbkg

2

). The fit ranges are 1030–1400 and
1020–1400 MeV, respectively.

A similar fit was performed to simulated B

+ ! X(4140)K+ data to estimate
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FIG. 2: A scatter plot of M(ℓ+ℓ−) versus M(K+K−) for the selected K+K−ℓ+ℓ− events. The
size of the boxes is proportional to the number of events.

Figure 3 shows the φJ/ψ invariant mass distribution [25], together with the background
estimated from the normalized J/ψ and φ mass sidebands. No Y (4140) signal is evident.
Assuming that there is no background within the Y (4140) mass region and the number of
signal events follows a Poisson distribution with a uniform prior probability density function,
a Bayesian upper limit on the number of the Y (4140) signal events is estimated to be 2.3
at the 90% C.L. [26]. However, there is a clear enhancement at 4.35 GeV/c2, where the
background level estimated from the normalized J/ψ and φ mass sidebands is very low.
Other possible backgrounds that are not included in the sidebands, such as γγ → φJ/ψ+X
and e+e− → φJ/ψ +X where X may indicate one or more particles, and γγ → φJ/ψ with
the J/ψ and φ decaying into final states other than lepton pairs and K+K−, are found to
be very small after applying all of the event selection criteria.
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FIG. 3: The φJ/ψ invariant mass distribution of the final candidate events. The open histogram

shows the experimental data. The fit to the φJ/ψ invariant mass distribution from 4.2 to 5.0
GeV/c2 is described in the text. The solid curve is the best fit, the dashed curve is the background,
and the shaded histogram is from normalized φ and J/ψ mass sidebands. The arrow shows the

expected position of the Y (4140).

In order to obtain resonance parameters for the structure at 4.35 GeV/c2, an unbinned
extended maximum likelihood method is applied to the φJ/ψ mass spectrum in Fig. 3. The
distribution is fitted in the range 4.2 to 5.0 GeV/c2 with an acceptance-corrected Breit-
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Fig. 2. The B+ sideband-subtracted K+K− invariant-mass distribution for 
J/ψK+K−K+ candidates within ±3σ of the nominal B+ mass. The solid curve is 
the result of the fit described in the text. The dashed line shows the zero-candidate 
baseline.

B+ → µ+µ−K+K−K+ candidates are consistent with being solely 
J/ψφK+ , with negligible contribution from J/ψf0(980)K+ or non-
resonant J/ψK+K−K+ .

As seen in Fig. 1, there are two main components to the 
J/ψφK+ invariant-mass spectrum: the B+ signal and a smooth 
background. Possible contributions from other B-hadron decays are 
examined using MC simulations of inclusive B+ , B0, and B0

s decays. 
Based on this study, the mass-difference region ($m > 1.568 GeV) 
is excluded from the analysis to avoid potential background from 
B0

s → ψ(2S)φ → J/ψπ+π−φ decays, where one pion is assumed 
to be a kaon and the other is not reconstructed.

To investigate the J/ψφ invariant-mass distribution, rather than 
fitting the distribution itself with its large combinatorial back-
ground, the J/ψφK+ candidates are divided into 20 MeV-wide 
$m intervals, and the J/ψφK+ mass distributions for each inter-
val are fit to extract the B+ signal yield in that interval. We use 
a second-degree polynomial for the combinatorial background and 
two Gaussians for the B+ signal. The fit is performed separately for 
each data set. The mean values of the two Gaussians are fixed to 
the B+ mass [27], and the width values of the Gaussians, as well as 
their relative ratio, are fixed to the values obtained from MC sim-
ulation for each specific $m interval in each data set. The results 
of all the fits are good descriptions of the data distributions with 
an average χ2 per degree of freedom (dof) close to 1. The resulting 
$m distribution for the combined data sets is shown in Fig. 3. Two 
peaking structures are observed above the simulated phase-space 
(PS) continuum distribution shown by the dotted line.

Results obtained from both data sets are consistent. We have 
checked that events with multiple B+ candidates do not artificially 
enhance the two structures. The total number of B+ signal events 
in the $m intervals below 1.568 GeV is 2320 ±110 (stat.), which is 
consistent with the total number of B+ candidates estimated from 
the mass spectrum in Fig. 1.

A full study of the J/ψφ resonant pattern in the B+ →
µ+µ−K+K−K+ decay via an amplitude analysis of the five-body 
decay would require a data sample at least an order of magnitude 
larger than is currently available, as well as more precise informa-
tion on possible φK+ or J/ψK+ resonances that may contribute to 
this decay. Instead, the $m distribution is studied, since it is re-
lated to the projection of the two-dimensional (2D) J/ψφK+ Dalitz 
plot onto the m2(J/ψφ) axis.

Before fitting the $m distribution, it must be corrected for the 
relative detection and reconstruction efficiencies of the candidate 
events. Since no branching fractions are being determined, only 
the relative efficiency over the Dalitz plot is required. If a pos-

Fig. 3. The number of B+ → J/ψφK+ candidates as a function of $m =
m(µ+µ−K+K−) − m(µ+µ−). The solid curve is the global unbinned maximum-
likelihood fit of the data, and the dotted curve is the background contribution 
assuming three-body PS. The band is the ±1σ uncertainty range for the background 
obtained from the global fit. The dashed and dash-dotted curves are background 
curves obtained from two different event-mixing procedures, as described in the 
text, and normalized to the number of three-body PS background events. The short 
dashed curve is the 1D fit to the data.

sible φK+ or J/ψK+ resonance did exist, the density of events 
would depend on the quantum numbers of the resonance and on 
the interference of the two structures with the possible resonance. 
Ignoring these possible interference effects, the MC simulation is 
used to determine the efficiency over the m2(φK+) vs. m2(J/ψφ)

Dalitz plot, assuming a PS distribution for the three-body decay 
B+ → J/ψφK+ . The J/ψ and φ vector meson decays are simulated 
using their known angular distributions according to the VLL and 
VSS model in evtgen, while we assume there is no polarization 
for the two vectors. The PS MC simulation is reweighted assuming 
either transverse or longitudinal J/ψ and φ polarization. The ef-
fect of either polarization is found to be negligible. The measured 
efficiency is fairly uniform, varying by less than 25% over the en-
tire allowed three-body PS. Assuming a uniform PS distribution, 
the efficiency for each $m bin is taken to be the average of the 
efficiencies over the full kinematically allowed m(φK+) range. To 
estimate the systematic uncertainty in the efficiency caused by its 
dependence on the unknown quantum numbers of the structures, 
and hence on their unknown decay angular distributions, the ef-
ficiency is evaluated under the assumption of both a cos2 θ and 
sin2 θ dependence, where θ is the helicity angle, defined as the 
angle in the J/ψφ rest frame between the direction of the boost 
from the laboratory frame and the J/ψ direction. Since the effi-
ciency tends to be lower towards the edge of the Dalitz plot, the 
cos2 θ dependence gives a lower average efficiency than the de-
fault efficiency, while the sin2 θ dependence gives a slightly higher 
average efficiency. This variation (10%) is taken as the systematic 
uncertainty in the efficiency from our lack of knowledge of the 
quantum numbers of the structures and the effects of interference 
with possible two-body resonances.

We investigate the possibility that the two structures in the 
$m distribution are caused by reflections from resonances in the 
other two-body systems, J/ψK+ and φK+ . Such reflections are 
well known in the two-body systems from other three-body de-
cays because of kinematic constraints. There are candidate states 
that decay to φK+ [27], although they are not well established. 
These could potentially produce reflected structures in the J/ψφ

spectrum. In particular, a D-wave contribution to K−p scatter-
ing in the mass region around 1.7–1.8 GeV has been reported 
by several fixed-target experiments [29–31]. This is interpreted as 
two interfering broad J P = 2− resonances, labeled K2(1770) and 

bkg-
subtracted

262 CMS Collaboration / Physics Letters B 734 (2014) 261–281

Fig. 1. The J/ψφK+ mass distribution with the standard event selection (left) and the tighter requirements (right). The solid curves show the result of fitting these distributions 
to a Gaussian signal and a second-degree polynomial background while the dashed curves show the background contribution.

code on a processor farm to select events with nonprompt J/ψ
candidates coming from the decays of B mesons.

Events containing J/ψ candidates are selected by the HLT 
dimuon trigger. Because of the increasing LHC instantaneous lumi-
nosity, there are two configurations of the HLT, corresponding to 
two running periods and two distinct data sets. For both data sets, 
the following requirements are already applied with the HLT. The 
dimuon pT is required to be greater than 6.9 GeV, the two muons 
must be oppositely charged and form a three-dimensional (3D) 
vertex with a χ2 probability greater than 0.5–10%, depending on 
the running period. The resulting J/ψ vertex must be displaced 
from the average interaction point (beamspot) in the transverse 
plane by at least three times its uncertainty, which is the sum in 
quadrature of the secondary-vertex uncertainty and the beamspot 
size in the transverse plane. The cosine of the angle between the 
transverse projections of the line joining the beamspot and dimuon 
vertex and the dimuon momentum direction must exceed 0.9. For 
the later data set, there is an additional requirement that the pT of 
each muon be greater than 4 GeV. In the final selection of J/ψ can-
didates, the dimuon pT is required to be greater than 7 GeV, the 
χ2 probability of the dimuon vertex is demanded to be greater 
than 10%, and the reconstructed dimuon invariant mass must be 
within 150 MeV of the J/ψ mass [27].

The B+ → J/ψφK+ candidates are reconstructed by combining 
three additional charged-particle tracks that are consistent with 
originating from the displaced J/ψ vertex and have a total charge 
of ±1. These tracks are assigned the kaon mass and this mass 
is used in accounting for the effects of energy loss and multiple-
scattering. We do not apply a mass constraint on the φ candidate 
because our experimental K+K− mass resolution (1.3 MeV) is less 
than the φ meson natural width (4.3 MeV). The pT of all kaon 
tracks are required to be greater than 1 GeV. Only tracks that 
pass the standard CMS quality requirements [28] are used. The 
five tracks, with the µ+µ− invariant mass constrained to the J/ψ
mass, are required to form a good 3D vertex with a χ2 probabil-
ity greater than 1%. There are two K+K− combinations from the 
three charged kaon tracks, and we use the lower invariant mass 
as the φ candidate; MC simulations of the B+ decay predict that 
the φ signal from the other combination is negligible, which is 
verified in the data. The reconstructed K+K− invariant mass must 
satisfy 1.008 GeV < m(K+K−) < 1.035 GeV to be considered as a 
φ candidate. These selection requirements were designed to main-
tain high efficiency for B+ decays and were fixed before the J/ψφ

mass spectrum in data was examined.

3. Results

The invariant-mass spectrum of the selected J/ψφK+ candi-
dates is shown in the left plot of Fig. 1 for a mass difference 
$m ≡ m(µ+µ−K+K−) − m(µ+µ−) < 1.568 GeV. We only inves-
tigate candidates with $m < 1.568 GeV because of possible back-
ground from B0

s → ψ(2S)φ → J/ψπ+π−φ at higher values, as dis-
cussed below. The invariant-mass spectrum is fit with a Gaussian 
signal function and a second-degree polynomial background func-
tion. The fit returns a B+ mass of 5.2796 ± 0.0006 (stat.) GeV, 
which agrees with the nominal value [27], and a Gaussian width 
of 9.6 ± 0.7 (stat.) MeV, which is consistent with the prediction 
from the MC simulation. The B+ yield is 2480 ± 160 (stat.) events, 
which is the world’s largest B+ → J/ψφK+ sample. The combined 
B+ yield is 2340 ± 120 (stat.) events when each data set is fit with 
two Gaussian signal functions and the width of each function is 
fixed to the prediction from MC simulation. Approximately 5% of 
the selected events have more than one B+ candidate within 1.5 
times our mass resolution (σ ) of the B+ mass; all candidates are 
kept.

The right plot in Fig. 1 displays the J/ψK+K−K+ invariant-mass 
distribution after making the following tighter requirements: the 
pT of the kaons must be greater than 1.5 GeV, the B+ vertex 
probability must be greater than 10%, the B+ vertex must be dis-
placed from the primary vertex in the transverse plane by at least 
seven times its uncertainty, and m(K+K−) must be within 7 MeV 
of the φ meson mass [27]. With these requirements, 40% of the 
B+ candidates are retained, while the background is reduced by 
more than a factor of ten. This sample of cleaner signal candi-
dates is used as a cross-check of the results obtained by employing 
the background-corrected J/ψφ mass spectrum, as described be-
low. With the exception of this cross-check, all results are obtained 
with the less-restrictive criteria.

Fig. 2 shows the K+K− invariant-mass distribution for
J/ψK+K−K+ candidates that have an invariant mass within ±3σ
of the B+ mass. We define events in the range [−12, −6]σ and 
[6, 12]σ of the B+ mass as sidebands. The φ mass restriction has 
been removed and a sideband subtraction has been performed in 
Fig. 2. We fit this distribution to a P -wave relativistic Breit–Wigner 
(BW) function convolved with a Gaussian resolution function. The 
width of the Gaussian is fixed to 1.3 MeV, obtained from MC sim-
ulation. The fit has a χ2 probability of 23% and returns a mass 
of 1019.4 ± 0.1 MeV and a width of 4.7 ± 0.4 MeV, consistent 
with the φ meson [27]. The good fit to only a φ component 
in Fig. 2 indicates that after the J/ψ and φ mass requirements 
are made and the combinatorial background is subtracted, the 

CMS extracts B+→ψ(μ+μ-)φ(K+K-)K+ 
signal in intervals of:
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FIG. 2: (color online) Invariant mass distribution of J/ψφ candidates in the mass window around (left) B0
s and (right) X(4140),

for events with (a,b) −0.025 < Lxy < 0 cm, (c,d) 0 < Lxy < 0.025 cm and (e,f) Lxy > 0.025 cm. The arrows indicate the
structures seen by CDF [2], CMS [4], and Belle [10]. The signal and background models are described in the text.

TABLE I: Summary of event yields in three Lxy regions and their sum for B0
s and X(4140). For Regions 1 and 2 the mass

of X(4140) is assumed to be 4152.5 MeV and the width is taken to be 16.3 MeV. Also shown are the deduced yields for the
non-prompt and prompt production of X(4140). The uncertainties are statistical.

Parent − 0.025 < Lxy < 0 cm 0 < Lxy < 0.025 cm Lxy > 0.025 cm Sum
B0

s 191 ± 143 804± 169 3166 ± 81 4161± 236
X(4140) 511 ± 120 837± 135 616± 170 1964± 248

X(4140) non-prompt 37± 26 156 ± 54 616± 170 809± 175
X(4140) prompt 474 ± 123 681± 149 ≡ 0 1155± 193

D0-2015

D0/15 > 5σ
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FIG. 1: (a) The mass distribution of J/ψ φK+; the solid blue
line is a fit to the data with a Gaussian signal function and
linear background function. (b) The K+K− mass distribu-
tions inside the B mass window (black solid) and in the B
sidebands (red dotted).

m(µ+µ−K+K−) − m(µ+µ−) for events in the B+

mass window. Events from reference [12] and from new
data are shown in (a) top and bottom. In the Y (4140)
signal region (∆M < 1.07GeV/c2), the new data agree
within 1σ of the expectation (6 events compared to 7.3
expected). Over the entire examined region the two
data sets are consistent at the 7% probability level. We
have investigated the consistency of particle ID for the
two data sets using the B+ → J/ψK+ channel and
see no discrepant effects. In (b) and (c), we display
∆M distributions for the events in the B signal and
sideband in the combined data sample. We restrict our
study to events with ∆M smaller than 1.56 GeV/c2 to
avoid appreciable combinatorial backgrounds from
misidentified B0

s → ψ(2S)φ→ (J/ψ π+π−)φ decays [12].
An enhancement is observed near the J/ψ φ threshold
from the B+ signal while there are no events in the
∆M range below 1.1 GeV/c2 from the combinatorial
background estimated from B sideband events.
We model the observed threshold structure by an S-

wave relativistic Breit-Wigner (BW) function [21] con-
voluted with a Gaussian resolution function with the
RMS fixed to 1.7 MeV/c2 obtained fromMC. Three–body
phase space [1] is used to describe the background shape.
There is still a small B0

s contribution (3.3±1.0 events)
in the ∆M distribution up to 1.56 GeV. The MC shape
of the B0

s contribution is normalized to this area and
added to the three-body phase space. The parameters
from an unbinned likelihood fit to the ∆M distribution,
as shown in Fig. 2(b), are given in Table I. To test the
hypothesis that the structure has zero width (weak de-
cay), we also fit the ∆M distribution to a zero-width
peak, using a single Gaussian with RMS given by the
expected mass resolution (1.7 MeV/c2), plus phase space
background. The statistical significance for a non-zero
width determined by the likelihood ratio between these
two fits is 3.7σ, favoring a strong decay (non-zero width)
rather than a weak decay for this structure.
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FIG. 2: (a) The mass difference, ∆M , between µ+µ−K+K−

and µ+µ−, in the B+ mass window. Top–data from Ref. [12],
bottom–new data. (b) A fit to the combined data assum-
ing Y (4140) only. (c) A fit to the combined data assuming
two structures. This fit, including the second peak, lowers
the 3–body phase space background under the first peak and
increases its yield and significance with negligible effect on
its resonance parameters. The shaded histogram is the data
from the B sideband. The dotted blue curve is the predicted
background contribution, the dash-dotted black curve is the
predicted B0

s contamination, and the solid red curve is the
total unbinned fit.

The combinatorial background contains primarily
misidentified φ candidates, as can be seen in Fig. 1 (b).
These two tracks with a φ-like mass will be combined
with a real J/ψ, and an additional kaon candidate, all
having a common vertex and forming a B mass. We
model this component with phase space. To check this
assumption, we performed several studies in which we re-
laxed cuts that would not influence the mass-difference
distribution of events from the B mass region: loosened
vertex requirements or loosened Lxy cuts. These studies
show that the combinatoric background from the B side-
band region is consistent with 3–body phase space. We
can now conclude that the flat background hypothesis
used in the previous paper [12] was overly conservative.
We determine the significance of the structure at the

J/ψ φ threshold based on simulation. We generated
8.4× 107 mass spectra (119 events for each, correspond-
ing to the number of observed events) drawn from a
three–body phase-space-like distribution, and search for
the most significant fluctuation in each spectrum in the
mass range of 1.02 to 1.56 GeV/c2, with widths in the
range of resolution up to 120 MeV/c2 [12]. We evaluate
2∆lnL = −2ln(L0/Lmax) value for each generated spec-
trum, where L0 and Lmax are the likelihood values for
the null hypothesis fit and signal hypothesis fit. Both
fits use three-body phase space to describe the back-
ground. There are 19 generated spectra with a 2∆lnL
value greater than or equal to the value (34.9 obtained
in the data assuming the Y (4140) structure only [23])
obtained in the data. The resulting p-value, taken as
the fraction of the generated spectra with a 2∆lnL value
greater than or equal to the value obtained in the data,
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FIG. 1: (a) The mass distribution of J/ψφK+; the solid line
is a fit to the data with a Gaussian signal function and flat
background function. (b) The B+ sideband-subtracted mass
distribution of K+K− without the φ mass window require-
ment. The solid curve is a P -wave relativistic Breit-Wigner
fit to the data.

to other hadrons [19]. In addition, we require a mini-
mum Lxy(B+) for the B+ → J/ψφK+ candidate, where
Lxy(B+) is the projection onto p⃗T (B+) of the vector con-
necting the primary vertex to the B+ decay vertex. The
primary vertex is determined for each event using prompt
tracks.

The Lxy(B+) and LLR requirements for B+ →
J/ψφK+ are then chosen to maximize S/

√
S + B , where

S is the number of B+ → J/ψφK+ signal events and
B is the number of background events in the J/ψφK+

mass range of 5.0 to 5.6 GeV/c2 in the data. The val-
ues of S and B are determined from an unbinned log-
likelihood fit to the mass spectrum of J/ψφK+, for a
given set of values of Lxy(B+) and LLR. A Gaussian
function is used to represent the B+ → J/ψφK+ signal,
where the mean value of the Gaussian is fixed to the B+

world-average mass value [17]. The B+ mass resolution
is fixed to the value 5.9 MeV/c2 obtained from Monte
Carlo (MC) simulation [20]. A linear function is used to
model the background in the fit. The requirements ob-
tained by maximizing S/

√
S + B are Lxy(B+) > 500 µm

and LLR > 0.2. In order to study the efficiency of
the Lxy(B+) and LLR selections, we also reconstruct
B+ → J/ψK+ and B0

s → J/ψφ as control channels. We
select approximately 50 000 B+ → J/ψK+ and 3000
B0

s → J/ψφ events by applying similar requirements
as for the J/ψφK+ channel but without the Lxy(B+)
and LLR requirements. The efficiency for PID with the
LLR > 0.2 requirement is approximately 80% per kaon
and is reasonably flat as a function of kaon pT ; the ef-
ficiency for Lxy(B+) > 500 µm is approximately 60%,
based on the B+ → J/ψK+ control sample.

The invariant mass of J/ψφK+ after the Lxy(B+) and
LLR requirements and J/ψ and φ mass window require-
ments is shown in Fig. 1(a). A fit with a Gaussian signal
function and a flat background function to the mass spec-
trum of J/ψφK+ returns a B+ signal of 75 ± 10(stat)
events. We select B+ signal candidates with a mass
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FIG. 2: (a) The Dalitz plot of m2(φK+) versus m2(J/ψφ)
in the B+ mass window. The boundary shows the kine-
matic allowed region. (b) The mass difference, ∆M , between
µ+µ−K+K− and µ+µ−, in the B+ mass window. The dash-
dotted curve is the background contribution and the red solid
curve is the total unbinned fit.

within 3σ (17.7 MeV/c2) of the nominal B+ mass; the
purity of the B+ signal in that mass window is approxi-
mately 80%.

The combinatorial background under the B+ peak
includes B hadron decays such as B0

s → ψ(2S)φ →
J/ψπ+π−φ, in which the pions are misidentified as kaons.
However, background events with misidentified kaons
cannot yield a Gaussian peak at the B+ mass consistent
with the 5.9 MeV/c2mass resolution. The kinematics are
such that for the hypothesis B+ → J/ψK+K−K+, only
events with real kaons can produce the observed Gaus-
sian signal. Thus, with the B+ mass window selection
the sample consists of real B+ → J/ψK+K−K+ decays
over a small combinatorial background.

Figure 1(b) shows the invariant mass distribution of
K+K− pairs from µ+µ−K+K−K+ candidates within
±3σ of the nominal B+ mass. The spectrum shown in
this figure has had the sidebands subtracted, but the φ
mass window selection has not been applied. By fitting
the K+K− mass spectrum to a P -wave relativistic Breit-
Wigner (BW) function [21] convoluted with a Gaussian
resolution function with the rms fixed to 1.3 MeV/c2 ob-
tained from simulation, we obtain a mass of 1019.6± 0.3
MeV/c2 and a width of 3.84 ± 0.65 MeV/c2with χ2

probability of 28%, consistent with the world-average
values for the φ meson [17]. The good fit indicates
that after the ±7 MeV/c2 selection on the φ mass win-
dow, the B+ → J/ψK+K−K+ final state is well de-
scribed as J/ψφK+, with negligible contributions from
J/ψf0(980)K+ or J/ψK+K−K+ phase space.

We examine the effects of detector acceptance and se-
lection requirements using B+ → J/ψφK+ MC events
simulated by phase space distributions. The MC events
are smoothly distributed in the Dalitz plot and in the
J/ψφ mass spectrum. Figure 2(a) shows the Dalitz plot
of m2(φK+) versus m2(J/ψφ), and Fig. 2(b) shows the
mass difference, ∆M = m(µ+µ−K+K−) − m(µ+µ−),
for events in the B+ mass window in our data sample.

7

5.2 5.3 5.4

E
ve

n
ts

 /1
2 

M
eV

0

5

10

-1DØ Run II, 10.4 fb
) < 4.17 GeV-K+Kψ4.155 < M(J/

) (GeV)+K-K+KψM(J/
5.2 5.3 5.4

E
ve

n
ts

 /1
2 

M
eV

0

10

20
) < 4.23 GeV-K+Kψ4.2 < M(J/

Data
Full Fit
Signal
Bkg

FIG. 6: (color online) Invariant mass distributions of B+ →
J/ψφK+ candidates in two selected intervals of M(J/ψφ).
Superimposed are the fits of a Gaussian signal (solid blue
lines) with a second-order Chebyshev polynomial background
(dashed red lines), with the signal and background shape pa-
rameters constrained to the results of the fit in Fig. 1, and
allowing for the signal yield to vary.

onant component, ∆χ2 = 14.7 for 3 degrees of free-
dom, is 3.1 standard deviations. The fitted mass of
this state is 4159.0 ± 4.3 (stat) MeV and the width is
19.9 ± 12.6 (stat) MeV. We identify this structure with
X(4140) and we find that the quasi-two body decay
B+ → X(4140)K+ constitutes (21 ± 8 (stat))% of the
B+ → J/ψφK+ decay rate. The data also support the
presence of a structure around 4300 MeV, however they
do not allow a stable fit with an unconstrained width.
When a second resonance is allowed by setting the nat-
ural width to 30 MeV, consistent with the CDF data,
the fit as shown in Fig. 7(c) returns 47± 20 events at an
invariant mass of 4328.5± 12.0 MeV.

The X(4140) mass and width measurements and the
relative branching fraction are subject to systematic un-
certainties associated with the precision of the B+ mass
measurement, with the J/ψφmass resolution in the vicin-
ity of X(4140), and with the variation of the reconstruc-
tion efficiency with M(J/ψφ). To estimate these uncer-
tainties, we perform alternative fits applying more re-
strictive event selection criteria, using a different bin size,
and fitting the net mass distribution of J/ψφ pairs com-
ing from B+ decay obtained by subtracting the prop-
erly normalized background from the sideband region.
In addition, we consider the following variations of the
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FIG. 7: (color online) The B+ → J/ψφK+ signal yield per
30 MeV resulting from fits in 17 M(J/ψφ) bins defined in
the text, corrected for acceptance. Note that the second and
third bins have widths of 15 MeV, and the points are nor-
malized to the counts per 30 MeV as the rest of the bins.
(a) Fit allowing for no J/ψφ resonance and assuming a three-
body phase-space (PHSP) [1]; (b) allowing for a Breit-Wigner
X(4140) signal with an unconstrained mass and width and
with a resolution of 4 MeV; (c) allowing for two Breit-Wigner
resonances where the natural width of the second is set to
30 MeV. The resonance contributions, the three-body phase-
space contribution, and the total fit are also shown.

B+ mass fits in M(J/ψφ) intervals: We vary the B+

mean mass by its uncertainty of ±3 MeV, vary the B+

mass resolution by its uncertainty of ±1 MeV, vary back-
ground parameters within their uncertainties and use a
third-order Chebyshev polynomial in the fit to the back-
ground.

In the nominal fits of the signal yield as a func-
tion of M(J/ψφ), we use the J/ψφ mass resolution
of 4 MeV as obtained in simulations. For decay pro-

a width of 32.3 MeV [2] does not a↵ect the X(4140) yield. Reflections of K� reso-
nances [23, 24] and possible broad J/ � resonances can also contribute near and under
the narrow X(4140) resonance. To explore the sensitivity of our results to the assumed
background shape, we also fit the data in the 1020 � 1400 MeV range with a quadratic
function multiplied by the e�ciency-corrected three-body phase-space factor (Fbkg

2

) to
impose the kinematic threshold. The preferred value of the X(4140) yield is 0.6 events
with a positive error of 7.1 events. This fit is shown in Fig. 3(b).
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Figure 3: Distribution of the mass di↵erence M(J/ �) � M(J/ ) for the B+ ! J/ �K+ in
the B+ (±2.5�) and � (±15 MeV) mass windows. Fit of X(4140) signal on top of a smooth
background is superimposed (solid red line). The dashed blue (dotted blue) line on top illustrates
the expected X(4140) (X(4274)) signal yield from the CDF measurement [2]. The top and
bottom plots di↵er by the background function (dashed black line) used in the fit: (a) an

e�ciency-corrected three-body phase-space (Fbkg

1

); (b) a quadratic function multiplied by the

e�ciency-corrected three-body phase-space factor (Fbkg

2

). The fit ranges are 1030–1400 and
1020–1400 MeV, respectively.

A similar fit was performed to simulated B

+ ! X(4140)K+ data to estimate
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FIG. 2: A scatter plot of M(ℓ+ℓ−) versus M(K+K−) for the selected K+K−ℓ+ℓ− events. The
size of the boxes is proportional to the number of events.

Figure 3 shows the φJ/ψ invariant mass distribution [25], together with the background
estimated from the normalized J/ψ and φ mass sidebands. No Y (4140) signal is evident.
Assuming that there is no background within the Y (4140) mass region and the number of
signal events follows a Poisson distribution with a uniform prior probability density function,
a Bayesian upper limit on the number of the Y (4140) signal events is estimated to be 2.3
at the 90% C.L. [26]. However, there is a clear enhancement at 4.35 GeV/c2, where the
background level estimated from the normalized J/ψ and φ mass sidebands is very low.
Other possible backgrounds that are not included in the sidebands, such as γγ → φJ/ψ+X
and e+e− → φJ/ψ +X where X may indicate one or more particles, and γγ → φJ/ψ with
the J/ψ and φ decaying into final states other than lepton pairs and K+K−, are found to
be very small after applying all of the event selection criteria.
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FIG. 3: The φJ/ψ invariant mass distribution of the final candidate events. The open histogram

shows the experimental data. The fit to the φJ/ψ invariant mass distribution from 4.2 to 5.0
GeV/c2 is described in the text. The solid curve is the best fit, the dashed curve is the background,
and the shaded histogram is from normalized φ and J/ψ mass sidebands. The arrow shows the

expected position of the Y (4140).

In order to obtain resonance parameters for the structure at 4.35 GeV/c2, an unbinned
extended maximum likelihood method is applied to the φJ/ψ mass spectrum in Fig. 3. The
distribution is fitted in the range 4.2 to 5.0 GeV/c2 with an acceptance-corrected Breit-
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Belle-2010

Results (√s = 7 TeV)           PLB 734 (2014) 261-281

m1 = mY(4140) = 4148.0 ± 2.4 ± 6.3 MeV, 
Γ1 = 28 +15−11 ± 19 MeV, signif. > 5σ.
RYK/ψφK = (10 + 3)%, consistent with 
CDF (15%) and LHCb (< 7%).
m2 = 4313.8 ± 5.3 ± 7.3 MeV, signif. not 
reported due to possible K2 contam.
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Fig. 2. The B+ sideband-subtracted K+K− invariant-mass distribution for 
J/ψK+K−K+ candidates within ±3σ of the nominal B+ mass. The solid curve is 
the result of the fit described in the text. The dashed line shows the zero-candidate 
baseline.

B+ → µ+µ−K+K−K+ candidates are consistent with being solely 
J/ψφK+ , with negligible contribution from J/ψf0(980)K+ or non-
resonant J/ψK+K−K+ .

As seen in Fig. 1, there are two main components to the 
J/ψφK+ invariant-mass spectrum: the B+ signal and a smooth 
background. Possible contributions from other B-hadron decays are 
examined using MC simulations of inclusive B+ , B0, and B0

s decays. 
Based on this study, the mass-difference region ($m > 1.568 GeV) 
is excluded from the analysis to avoid potential background from 
B0

s → ψ(2S)φ → J/ψπ+π−φ decays, where one pion is assumed 
to be a kaon and the other is not reconstructed.

To investigate the J/ψφ invariant-mass distribution, rather than 
fitting the distribution itself with its large combinatorial back-
ground, the J/ψφK+ candidates are divided into 20 MeV-wide 
$m intervals, and the J/ψφK+ mass distributions for each inter-
val are fit to extract the B+ signal yield in that interval. We use 
a second-degree polynomial for the combinatorial background and 
two Gaussians for the B+ signal. The fit is performed separately for 
each data set. The mean values of the two Gaussians are fixed to 
the B+ mass [27], and the width values of the Gaussians, as well as 
their relative ratio, are fixed to the values obtained from MC sim-
ulation for each specific $m interval in each data set. The results 
of all the fits are good descriptions of the data distributions with 
an average χ2 per degree of freedom (dof) close to 1. The resulting 
$m distribution for the combined data sets is shown in Fig. 3. Two 
peaking structures are observed above the simulated phase-space 
(PS) continuum distribution shown by the dotted line.

Results obtained from both data sets are consistent. We have 
checked that events with multiple B+ candidates do not artificially 
enhance the two structures. The total number of B+ signal events 
in the $m intervals below 1.568 GeV is 2320 ±110 (stat.), which is 
consistent with the total number of B+ candidates estimated from 
the mass spectrum in Fig. 1.

A full study of the J/ψφ resonant pattern in the B+ →
µ+µ−K+K−K+ decay via an amplitude analysis of the five-body 
decay would require a data sample at least an order of magnitude 
larger than is currently available, as well as more precise informa-
tion on possible φK+ or J/ψK+ resonances that may contribute to 
this decay. Instead, the $m distribution is studied, since it is re-
lated to the projection of the two-dimensional (2D) J/ψφK+ Dalitz 
plot onto the m2(J/ψφ) axis.

Before fitting the $m distribution, it must be corrected for the 
relative detection and reconstruction efficiencies of the candidate 
events. Since no branching fractions are being determined, only 
the relative efficiency over the Dalitz plot is required. If a pos-

Fig. 3. The number of B+ → J/ψφK+ candidates as a function of $m =
m(µ+µ−K+K−) − m(µ+µ−). The solid curve is the global unbinned maximum-
likelihood fit of the data, and the dotted curve is the background contribution 
assuming three-body PS. The band is the ±1σ uncertainty range for the background 
obtained from the global fit. The dashed and dash-dotted curves are background 
curves obtained from two different event-mixing procedures, as described in the 
text, and normalized to the number of three-body PS background events. The short 
dashed curve is the 1D fit to the data.

sible φK+ or J/ψK+ resonance did exist, the density of events 
would depend on the quantum numbers of the resonance and on 
the interference of the two structures with the possible resonance. 
Ignoring these possible interference effects, the MC simulation is 
used to determine the efficiency over the m2(φK+) vs. m2(J/ψφ)

Dalitz plot, assuming a PS distribution for the three-body decay 
B+ → J/ψφK+ . The J/ψ and φ vector meson decays are simulated 
using their known angular distributions according to the VLL and 
VSS model in evtgen, while we assume there is no polarization 
for the two vectors. The PS MC simulation is reweighted assuming 
either transverse or longitudinal J/ψ and φ polarization. The ef-
fect of either polarization is found to be negligible. The measured 
efficiency is fairly uniform, varying by less than 25% over the en-
tire allowed three-body PS. Assuming a uniform PS distribution, 
the efficiency for each $m bin is taken to be the average of the 
efficiencies over the full kinematically allowed m(φK+) range. To 
estimate the systematic uncertainty in the efficiency caused by its 
dependence on the unknown quantum numbers of the structures, 
and hence on their unknown decay angular distributions, the ef-
ficiency is evaluated under the assumption of both a cos2 θ and 
sin2 θ dependence, where θ is the helicity angle, defined as the 
angle in the J/ψφ rest frame between the direction of the boost 
from the laboratory frame and the J/ψ direction. Since the effi-
ciency tends to be lower towards the edge of the Dalitz plot, the 
cos2 θ dependence gives a lower average efficiency than the de-
fault efficiency, while the sin2 θ dependence gives a slightly higher 
average efficiency. This variation (10%) is taken as the systematic 
uncertainty in the efficiency from our lack of knowledge of the 
quantum numbers of the structures and the effects of interference 
with possible two-body resonances.

We investigate the possibility that the two structures in the 
$m distribution are caused by reflections from resonances in the 
other two-body systems, J/ψK+ and φK+ . Such reflections are 
well known in the two-body systems from other three-body de-
cays because of kinematic constraints. There are candidate states 
that decay to φK+ [27], although they are not well established. 
These could potentially produce reflected structures in the J/ψφ

spectrum. In particular, a D-wave contribution to K−p scatter-
ing in the mass region around 1.7–1.8 GeV has been reported 
by several fixed-target experiments [29–31]. This is interpreted as 
two interfering broad J P = 2− resonances, labeled K2(1770) and 

bkg-
subtracted
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Fig. 1. The J/ψφK+ mass distribution with the standard event selection (left) and the tighter requirements (right). The solid curves show the result of fitting these distributions 
to a Gaussian signal and a second-degree polynomial background while the dashed curves show the background contribution.

code on a processor farm to select events with nonprompt J/ψ
candidates coming from the decays of B mesons.

Events containing J/ψ candidates are selected by the HLT 
dimuon trigger. Because of the increasing LHC instantaneous lumi-
nosity, there are two configurations of the HLT, corresponding to 
two running periods and two distinct data sets. For both data sets, 
the following requirements are already applied with the HLT. The 
dimuon pT is required to be greater than 6.9 GeV, the two muons 
must be oppositely charged and form a three-dimensional (3D) 
vertex with a χ2 probability greater than 0.5–10%, depending on 
the running period. The resulting J/ψ vertex must be displaced 
from the average interaction point (beamspot) in the transverse 
plane by at least three times its uncertainty, which is the sum in 
quadrature of the secondary-vertex uncertainty and the beamspot 
size in the transverse plane. The cosine of the angle between the 
transverse projections of the line joining the beamspot and dimuon 
vertex and the dimuon momentum direction must exceed 0.9. For 
the later data set, there is an additional requirement that the pT of 
each muon be greater than 4 GeV. In the final selection of J/ψ can-
didates, the dimuon pT is required to be greater than 7 GeV, the 
χ2 probability of the dimuon vertex is demanded to be greater 
than 10%, and the reconstructed dimuon invariant mass must be 
within 150 MeV of the J/ψ mass [27].

The B+ → J/ψφK+ candidates are reconstructed by combining 
three additional charged-particle tracks that are consistent with 
originating from the displaced J/ψ vertex and have a total charge 
of ±1. These tracks are assigned the kaon mass and this mass 
is used in accounting for the effects of energy loss and multiple-
scattering. We do not apply a mass constraint on the φ candidate 
because our experimental K+K− mass resolution (1.3 MeV) is less 
than the φ meson natural width (4.3 MeV). The pT of all kaon 
tracks are required to be greater than 1 GeV. Only tracks that 
pass the standard CMS quality requirements [28] are used. The 
five tracks, with the µ+µ− invariant mass constrained to the J/ψ
mass, are required to form a good 3D vertex with a χ2 probabil-
ity greater than 1%. There are two K+K− combinations from the 
three charged kaon tracks, and we use the lower invariant mass 
as the φ candidate; MC simulations of the B+ decay predict that 
the φ signal from the other combination is negligible, which is 
verified in the data. The reconstructed K+K− invariant mass must 
satisfy 1.008 GeV < m(K+K−) < 1.035 GeV to be considered as a 
φ candidate. These selection requirements were designed to main-
tain high efficiency for B+ decays and were fixed before the J/ψφ

mass spectrum in data was examined.

3. Results

The invariant-mass spectrum of the selected J/ψφK+ candi-
dates is shown in the left plot of Fig. 1 for a mass difference 
$m ≡ m(µ+µ−K+K−) − m(µ+µ−) < 1.568 GeV. We only inves-
tigate candidates with $m < 1.568 GeV because of possible back-
ground from B0

s → ψ(2S)φ → J/ψπ+π−φ at higher values, as dis-
cussed below. The invariant-mass spectrum is fit with a Gaussian 
signal function and a second-degree polynomial background func-
tion. The fit returns a B+ mass of 5.2796 ± 0.0006 (stat.) GeV, 
which agrees with the nominal value [27], and a Gaussian width 
of 9.6 ± 0.7 (stat.) MeV, which is consistent with the prediction 
from the MC simulation. The B+ yield is 2480 ± 160 (stat.) events, 
which is the world’s largest B+ → J/ψφK+ sample. The combined 
B+ yield is 2340 ± 120 (stat.) events when each data set is fit with 
two Gaussian signal functions and the width of each function is 
fixed to the prediction from MC simulation. Approximately 5% of 
the selected events have more than one B+ candidate within 1.5 
times our mass resolution (σ ) of the B+ mass; all candidates are 
kept.

The right plot in Fig. 1 displays the J/ψK+K−K+ invariant-mass 
distribution after making the following tighter requirements: the 
pT of the kaons must be greater than 1.5 GeV, the B+ vertex 
probability must be greater than 10%, the B+ vertex must be dis-
placed from the primary vertex in the transverse plane by at least 
seven times its uncertainty, and m(K+K−) must be within 7 MeV 
of the φ meson mass [27]. With these requirements, 40% of the 
B+ candidates are retained, while the background is reduced by 
more than a factor of ten. This sample of cleaner signal candi-
dates is used as a cross-check of the results obtained by employing 
the background-corrected J/ψφ mass spectrum, as described be-
low. With the exception of this cross-check, all results are obtained 
with the less-restrictive criteria.

Fig. 2 shows the K+K− invariant-mass distribution for
J/ψK+K−K+ candidates that have an invariant mass within ±3σ
of the B+ mass. We define events in the range [−12, −6]σ and 
[6, 12]σ of the B+ mass as sidebands. The φ mass restriction has 
been removed and a sideband subtraction has been performed in 
Fig. 2. We fit this distribution to a P -wave relativistic Breit–Wigner 
(BW) function convolved with a Gaussian resolution function. The 
width of the Gaussian is fixed to 1.3 MeV, obtained from MC sim-
ulation. The fit has a χ2 probability of 23% and returns a mass 
of 1019.4 ± 0.1 MeV and a width of 4.7 ± 0.4 MeV, consistent 
with the φ meson [27]. The good fit to only a φ component 
in Fig. 2 indicates that after the J/ψ and φ mass requirements 
are made and the combinatorial background is subtracted, the 

CMS extracts B+→ψ(μ+μ-)φ(K+K-)K+ 
signal in intervals of:
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FIG. 2: (color online) Invariant mass distribution of J/ψφ candidates in the mass window around (left) B0
s and (right) X(4140),

for events with (a,b) −0.025 < Lxy < 0 cm, (c,d) 0 < Lxy < 0.025 cm and (e,f) Lxy > 0.025 cm. The arrows indicate the
structures seen by CDF [2], CMS [4], and Belle [10]. The signal and background models are described in the text.

TABLE I: Summary of event yields in three Lxy regions and their sum for B0
s and X(4140). For Regions 1 and 2 the mass

of X(4140) is assumed to be 4152.5 MeV and the width is taken to be 16.3 MeV. Also shown are the deduced yields for the
non-prompt and prompt production of X(4140). The uncertainties are statistical.

Parent − 0.025 < Lxy < 0 cm 0 < Lxy < 0.025 cm Lxy > 0.025 cm Sum
B0

s 191 ± 143 804± 169 3166 ± 81 4161± 236
X(4140) 511 ± 120 837± 135 616± 170 1964± 248

X(4140) non-prompt 37± 26 156 ± 54 616± 170 809± 175
X(4140) prompt 474 ± 123 681± 149 ≡ 0 1155± 193

D0-2015

D0/15 > 5σ
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CONFIRMATION OF 
EXOTIC Y(4140)

Evidence of a resonance near ψφ 
thesh. in B+→ψφK+ (CDF/09, D0).
CDF/11 found ~5σ. D0 ~3σ.
Not confirmed by Belle & LHCb.
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FIG. 1: (a) The mass distribution of J/ψ φK+; the solid blue
line is a fit to the data with a Gaussian signal function and
linear background function. (b) The K+K− mass distribu-
tions inside the B mass window (black solid) and in the B
sidebands (red dotted).

m(µ+µ−K+K−) − m(µ+µ−) for events in the B+

mass window. Events from reference [12] and from new
data are shown in (a) top and bottom. In the Y (4140)
signal region (∆M < 1.07GeV/c2), the new data agree
within 1σ of the expectation (6 events compared to 7.3
expected). Over the entire examined region the two
data sets are consistent at the 7% probability level. We
have investigated the consistency of particle ID for the
two data sets using the B+ → J/ψK+ channel and
see no discrepant effects. In (b) and (c), we display
∆M distributions for the events in the B signal and
sideband in the combined data sample. We restrict our
study to events with ∆M smaller than 1.56 GeV/c2 to
avoid appreciable combinatorial backgrounds from
misidentified B0

s → ψ(2S)φ→ (J/ψ π+π−)φ decays [12].
An enhancement is observed near the J/ψ φ threshold
from the B+ signal while there are no events in the
∆M range below 1.1 GeV/c2 from the combinatorial
background estimated from B sideband events.
We model the observed threshold structure by an S-

wave relativistic Breit-Wigner (BW) function [21] con-
voluted with a Gaussian resolution function with the
RMS fixed to 1.7 MeV/c2 obtained fromMC. Three–body
phase space [1] is used to describe the background shape.
There is still a small B0

s contribution (3.3±1.0 events)
in the ∆M distribution up to 1.56 GeV. The MC shape
of the B0

s contribution is normalized to this area and
added to the three-body phase space. The parameters
from an unbinned likelihood fit to the ∆M distribution,
as shown in Fig. 2(b), are given in Table I. To test the
hypothesis that the structure has zero width (weak de-
cay), we also fit the ∆M distribution to a zero-width
peak, using a single Gaussian with RMS given by the
expected mass resolution (1.7 MeV/c2), plus phase space
background. The statistical significance for a non-zero
width determined by the likelihood ratio between these
two fits is 3.7σ, favoring a strong decay (non-zero width)
rather than a weak decay for this structure.
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FIG. 2: (a) The mass difference, ∆M , between µ+µ−K+K−

and µ+µ−, in the B+ mass window. Top–data from Ref. [12],
bottom–new data. (b) A fit to the combined data assum-
ing Y (4140) only. (c) A fit to the combined data assuming
two structures. This fit, including the second peak, lowers
the 3–body phase space background under the first peak and
increases its yield and significance with negligible effect on
its resonance parameters. The shaded histogram is the data
from the B sideband. The dotted blue curve is the predicted
background contribution, the dash-dotted black curve is the
predicted B0

s contamination, and the solid red curve is the
total unbinned fit.

The combinatorial background contains primarily
misidentified φ candidates, as can be seen in Fig. 1 (b).
These two tracks with a φ-like mass will be combined
with a real J/ψ, and an additional kaon candidate, all
having a common vertex and forming a B mass. We
model this component with phase space. To check this
assumption, we performed several studies in which we re-
laxed cuts that would not influence the mass-difference
distribution of events from the B mass region: loosened
vertex requirements or loosened Lxy cuts. These studies
show that the combinatoric background from the B side-
band region is consistent with 3–body phase space. We
can now conclude that the flat background hypothesis
used in the previous paper [12] was overly conservative.
We determine the significance of the structure at the

J/ψ φ threshold based on simulation. We generated
8.4× 107 mass spectra (119 events for each, correspond-
ing to the number of observed events) drawn from a
three–body phase-space-like distribution, and search for
the most significant fluctuation in each spectrum in the
mass range of 1.02 to 1.56 GeV/c2, with widths in the
range of resolution up to 120 MeV/c2 [12]. We evaluate
2∆lnL = −2ln(L0/Lmax) value for each generated spec-
trum, where L0 and Lmax are the likelihood values for
the null hypothesis fit and signal hypothesis fit. Both
fits use three-body phase space to describe the back-
ground. There are 19 generated spectra with a 2∆lnL
value greater than or equal to the value (34.9 obtained
in the data assuming the Y (4140) structure only [23])
obtained in the data. The resulting p-value, taken as
the fraction of the generated spectra with a 2∆lnL value
greater than or equal to the value obtained in the data,
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FIG. 1: (a) The mass distribution of J/ψφK+; the solid line
is a fit to the data with a Gaussian signal function and flat
background function. (b) The B+ sideband-subtracted mass
distribution of K+K− without the φ mass window require-
ment. The solid curve is a P -wave relativistic Breit-Wigner
fit to the data.

to other hadrons [19]. In addition, we require a mini-
mum Lxy(B+) for the B+ → J/ψφK+ candidate, where
Lxy(B+) is the projection onto p⃗T (B+) of the vector con-
necting the primary vertex to the B+ decay vertex. The
primary vertex is determined for each event using prompt
tracks.

The Lxy(B+) and LLR requirements for B+ →
J/ψφK+ are then chosen to maximize S/

√
S + B , where

S is the number of B+ → J/ψφK+ signal events and
B is the number of background events in the J/ψφK+

mass range of 5.0 to 5.6 GeV/c2 in the data. The val-
ues of S and B are determined from an unbinned log-
likelihood fit to the mass spectrum of J/ψφK+, for a
given set of values of Lxy(B+) and LLR. A Gaussian
function is used to represent the B+ → J/ψφK+ signal,
where the mean value of the Gaussian is fixed to the B+

world-average mass value [17]. The B+ mass resolution
is fixed to the value 5.9 MeV/c2 obtained from Monte
Carlo (MC) simulation [20]. A linear function is used to
model the background in the fit. The requirements ob-
tained by maximizing S/

√
S + B are Lxy(B+) > 500 µm

and LLR > 0.2. In order to study the efficiency of
the Lxy(B+) and LLR selections, we also reconstruct
B+ → J/ψK+ and B0

s → J/ψφ as control channels. We
select approximately 50 000 B+ → J/ψK+ and 3000
B0

s → J/ψφ events by applying similar requirements
as for the J/ψφK+ channel but without the Lxy(B+)
and LLR requirements. The efficiency for PID with the
LLR > 0.2 requirement is approximately 80% per kaon
and is reasonably flat as a function of kaon pT ; the ef-
ficiency for Lxy(B+) > 500 µm is approximately 60%,
based on the B+ → J/ψK+ control sample.

The invariant mass of J/ψφK+ after the Lxy(B+) and
LLR requirements and J/ψ and φ mass window require-
ments is shown in Fig. 1(a). A fit with a Gaussian signal
function and a flat background function to the mass spec-
trum of J/ψφK+ returns a B+ signal of 75 ± 10(stat)
events. We select B+ signal candidates with a mass

)4/c2)  (GeVφψ(J/2m
16 18 20 22 24

)4
/c2

)  
(G

eV
+

 Kφ(2
m

2

2.5

3

3.5

4

4.5

5

a)

)2M  (GeV/c∆
1 1.1 1.2 1.3 1.4 1.5

2
Ca

nd
id

at
es

/1
0 

M
eV

/c

0
1
2
3
4
5
6
7
8
9

b)

FIG. 2: (a) The Dalitz plot of m2(φK+) versus m2(J/ψφ)
in the B+ mass window. The boundary shows the kine-
matic allowed region. (b) The mass difference, ∆M , between
µ+µ−K+K− and µ+µ−, in the B+ mass window. The dash-
dotted curve is the background contribution and the red solid
curve is the total unbinned fit.

within 3σ (17.7 MeV/c2) of the nominal B+ mass; the
purity of the B+ signal in that mass window is approxi-
mately 80%.

The combinatorial background under the B+ peak
includes B hadron decays such as B0

s → ψ(2S)φ →
J/ψπ+π−φ, in which the pions are misidentified as kaons.
However, background events with misidentified kaons
cannot yield a Gaussian peak at the B+ mass consistent
with the 5.9 MeV/c2mass resolution. The kinematics are
such that for the hypothesis B+ → J/ψK+K−K+, only
events with real kaons can produce the observed Gaus-
sian signal. Thus, with the B+ mass window selection
the sample consists of real B+ → J/ψK+K−K+ decays
over a small combinatorial background.

Figure 1(b) shows the invariant mass distribution of
K+K− pairs from µ+µ−K+K−K+ candidates within
±3σ of the nominal B+ mass. The spectrum shown in
this figure has had the sidebands subtracted, but the φ
mass window selection has not been applied. By fitting
the K+K− mass spectrum to a P -wave relativistic Breit-
Wigner (BW) function [21] convoluted with a Gaussian
resolution function with the rms fixed to 1.3 MeV/c2 ob-
tained from simulation, we obtain a mass of 1019.6± 0.3
MeV/c2 and a width of 3.84 ± 0.65 MeV/c2with χ2

probability of 28%, consistent with the world-average
values for the φ meson [17]. The good fit indicates
that after the ±7 MeV/c2 selection on the φ mass win-
dow, the B+ → J/ψK+K−K+ final state is well de-
scribed as J/ψφK+, with negligible contributions from
J/ψf0(980)K+ or J/ψK+K−K+ phase space.

We examine the effects of detector acceptance and se-
lection requirements using B+ → J/ψφK+ MC events
simulated by phase space distributions. The MC events
are smoothly distributed in the Dalitz plot and in the
J/ψφ mass spectrum. Figure 2(a) shows the Dalitz plot
of m2(φK+) versus m2(J/ψφ), and Fig. 2(b) shows the
mass difference, ∆M = m(µ+µ−K+K−) − m(µ+µ−),
for events in the B+ mass window in our data sample.
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FIG. 6: (color online) Invariant mass distributions of B+ →
J/ψφK+ candidates in two selected intervals of M(J/ψφ).
Superimposed are the fits of a Gaussian signal (solid blue
lines) with a second-order Chebyshev polynomial background
(dashed red lines), with the signal and background shape pa-
rameters constrained to the results of the fit in Fig. 1, and
allowing for the signal yield to vary.

onant component, ∆χ2 = 14.7 for 3 degrees of free-
dom, is 3.1 standard deviations. The fitted mass of
this state is 4159.0 ± 4.3 (stat) MeV and the width is
19.9 ± 12.6 (stat) MeV. We identify this structure with
X(4140) and we find that the quasi-two body decay
B+ → X(4140)K+ constitutes (21 ± 8 (stat))% of the
B+ → J/ψφK+ decay rate. The data also support the
presence of a structure around 4300 MeV, however they
do not allow a stable fit with an unconstrained width.
When a second resonance is allowed by setting the nat-
ural width to 30 MeV, consistent with the CDF data,
the fit as shown in Fig. 7(c) returns 47± 20 events at an
invariant mass of 4328.5± 12.0 MeV.

The X(4140) mass and width measurements and the
relative branching fraction are subject to systematic un-
certainties associated with the precision of the B+ mass
measurement, with the J/ψφmass resolution in the vicin-
ity of X(4140), and with the variation of the reconstruc-
tion efficiency with M(J/ψφ). To estimate these uncer-
tainties, we perform alternative fits applying more re-
strictive event selection criteria, using a different bin size,
and fitting the net mass distribution of J/ψφ pairs com-
ing from B+ decay obtained by subtracting the prop-
erly normalized background from the sideband region.
In addition, we consider the following variations of the
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FIG. 7: (color online) The B+ → J/ψφK+ signal yield per
30 MeV resulting from fits in 17 M(J/ψφ) bins defined in
the text, corrected for acceptance. Note that the second and
third bins have widths of 15 MeV, and the points are nor-
malized to the counts per 30 MeV as the rest of the bins.
(a) Fit allowing for no J/ψφ resonance and assuming a three-
body phase-space (PHSP) [1]; (b) allowing for a Breit-Wigner
X(4140) signal with an unconstrained mass and width and
with a resolution of 4 MeV; (c) allowing for two Breit-Wigner
resonances where the natural width of the second is set to
30 MeV. The resonance contributions, the three-body phase-
space contribution, and the total fit are also shown.

B+ mass fits in M(J/ψφ) intervals: We vary the B+

mean mass by its uncertainty of ±3 MeV, vary the B+

mass resolution by its uncertainty of ±1 MeV, vary back-
ground parameters within their uncertainties and use a
third-order Chebyshev polynomial in the fit to the back-
ground.

In the nominal fits of the signal yield as a func-
tion of M(J/ψφ), we use the J/ψφ mass resolution
of 4 MeV as obtained in simulations. For decay pro-

a width of 32.3 MeV [2] does not a↵ect the X(4140) yield. Reflections of K� reso-
nances [23, 24] and possible broad J/ � resonances can also contribute near and under
the narrow X(4140) resonance. To explore the sensitivity of our results to the assumed
background shape, we also fit the data in the 1020 � 1400 MeV range with a quadratic
function multiplied by the e�ciency-corrected three-body phase-space factor (Fbkg

2

) to
impose the kinematic threshold. The preferred value of the X(4140) yield is 0.6 events
with a positive error of 7.1 events. This fit is shown in Fig. 3(b).
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Figure 3: Distribution of the mass di↵erence M(J/ �) � M(J/ ) for the B+ ! J/ �K+ in
the B+ (±2.5�) and � (±15 MeV) mass windows. Fit of X(4140) signal on top of a smooth
background is superimposed (solid red line). The dashed blue (dotted blue) line on top illustrates
the expected X(4140) (X(4274)) signal yield from the CDF measurement [2]. The top and
bottom plots di↵er by the background function (dashed black line) used in the fit: (a) an

e�ciency-corrected three-body phase-space (Fbkg

1

); (b) a quadratic function multiplied by the

e�ciency-corrected three-body phase-space factor (Fbkg

2

). The fit ranges are 1030–1400 and
1020–1400 MeV, respectively.

A similar fit was performed to simulated B

+ ! X(4140)K+ data to estimate
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FIG. 2: A scatter plot of M(ℓ+ℓ−) versus M(K+K−) for the selected K+K−ℓ+ℓ− events. The
size of the boxes is proportional to the number of events.

Figure 3 shows the φJ/ψ invariant mass distribution [25], together with the background
estimated from the normalized J/ψ and φ mass sidebands. No Y (4140) signal is evident.
Assuming that there is no background within the Y (4140) mass region and the number of
signal events follows a Poisson distribution with a uniform prior probability density function,
a Bayesian upper limit on the number of the Y (4140) signal events is estimated to be 2.3
at the 90% C.L. [26]. However, there is a clear enhancement at 4.35 GeV/c2, where the
background level estimated from the normalized J/ψ and φ mass sidebands is very low.
Other possible backgrounds that are not included in the sidebands, such as γγ → φJ/ψ+X
and e+e− → φJ/ψ +X where X may indicate one or more particles, and γγ → φJ/ψ with
the J/ψ and φ decaying into final states other than lepton pairs and K+K−, are found to
be very small after applying all of the event selection criteria.
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FIG. 3: The φJ/ψ invariant mass distribution of the final candidate events. The open histogram

shows the experimental data. The fit to the φJ/ψ invariant mass distribution from 4.2 to 5.0
GeV/c2 is described in the text. The solid curve is the best fit, the dashed curve is the background,
and the shaded histogram is from normalized φ and J/ψ mass sidebands. The arrow shows the

expected position of the Y (4140).

In order to obtain resonance parameters for the structure at 4.35 GeV/c2, an unbinned
extended maximum likelihood method is applied to the φJ/ψ mass spectrum in Fig. 3. The
distribution is fitted in the range 4.2 to 5.0 GeV/c2 with an acceptance-corrected Breit-
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Belle-2010

Results (√s = 7 TeV)           PLB 734 (2014) 261-281

m1 = mY(4140) = 4148.0 ± 2.4 ± 6.3 MeV, 
Γ1 = 28 +15−11 ± 19 MeV, signif. > 5σ.
RYK/ψφK = (10 + 3)%, consistent with 
CDF (15%) and LHCb (< 7%).
m2 = 4313.8 ± 5.3 ± 7.3 MeV, signif. not 
reported due to possible K2 contam.

CMS Collaboration / Physics Letters B 734 (2014) 261–281 263

Fig. 2. The B+ sideband-subtracted K+K− invariant-mass distribution for 
J/ψK+K−K+ candidates within ±3σ of the nominal B+ mass. The solid curve is 
the result of the fit described in the text. The dashed line shows the zero-candidate 
baseline.

B+ → µ+µ−K+K−K+ candidates are consistent with being solely 
J/ψφK+ , with negligible contribution from J/ψf0(980)K+ or non-
resonant J/ψK+K−K+ .

As seen in Fig. 1, there are two main components to the 
J/ψφK+ invariant-mass spectrum: the B+ signal and a smooth 
background. Possible contributions from other B-hadron decays are 
examined using MC simulations of inclusive B+ , B0, and B0

s decays. 
Based on this study, the mass-difference region ($m > 1.568 GeV) 
is excluded from the analysis to avoid potential background from 
B0

s → ψ(2S)φ → J/ψπ+π−φ decays, where one pion is assumed 
to be a kaon and the other is not reconstructed.

To investigate the J/ψφ invariant-mass distribution, rather than 
fitting the distribution itself with its large combinatorial back-
ground, the J/ψφK+ candidates are divided into 20 MeV-wide 
$m intervals, and the J/ψφK+ mass distributions for each inter-
val are fit to extract the B+ signal yield in that interval. We use 
a second-degree polynomial for the combinatorial background and 
two Gaussians for the B+ signal. The fit is performed separately for 
each data set. The mean values of the two Gaussians are fixed to 
the B+ mass [27], and the width values of the Gaussians, as well as 
their relative ratio, are fixed to the values obtained from MC sim-
ulation for each specific $m interval in each data set. The results 
of all the fits are good descriptions of the data distributions with 
an average χ2 per degree of freedom (dof) close to 1. The resulting 
$m distribution for the combined data sets is shown in Fig. 3. Two 
peaking structures are observed above the simulated phase-space 
(PS) continuum distribution shown by the dotted line.

Results obtained from both data sets are consistent. We have 
checked that events with multiple B+ candidates do not artificially 
enhance the two structures. The total number of B+ signal events 
in the $m intervals below 1.568 GeV is 2320 ±110 (stat.), which is 
consistent with the total number of B+ candidates estimated from 
the mass spectrum in Fig. 1.

A full study of the J/ψφ resonant pattern in the B+ →
µ+µ−K+K−K+ decay via an amplitude analysis of the five-body 
decay would require a data sample at least an order of magnitude 
larger than is currently available, as well as more precise informa-
tion on possible φK+ or J/ψK+ resonances that may contribute to 
this decay. Instead, the $m distribution is studied, since it is re-
lated to the projection of the two-dimensional (2D) J/ψφK+ Dalitz 
plot onto the m2(J/ψφ) axis.

Before fitting the $m distribution, it must be corrected for the 
relative detection and reconstruction efficiencies of the candidate 
events. Since no branching fractions are being determined, only 
the relative efficiency over the Dalitz plot is required. If a pos-

Fig. 3. The number of B+ → J/ψφK+ candidates as a function of $m =
m(µ+µ−K+K−) − m(µ+µ−). The solid curve is the global unbinned maximum-
likelihood fit of the data, and the dotted curve is the background contribution 
assuming three-body PS. The band is the ±1σ uncertainty range for the background 
obtained from the global fit. The dashed and dash-dotted curves are background 
curves obtained from two different event-mixing procedures, as described in the 
text, and normalized to the number of three-body PS background events. The short 
dashed curve is the 1D fit to the data.

sible φK+ or J/ψK+ resonance did exist, the density of events 
would depend on the quantum numbers of the resonance and on 
the interference of the two structures with the possible resonance. 
Ignoring these possible interference effects, the MC simulation is 
used to determine the efficiency over the m2(φK+) vs. m2(J/ψφ)

Dalitz plot, assuming a PS distribution for the three-body decay 
B+ → J/ψφK+ . The J/ψ and φ vector meson decays are simulated 
using their known angular distributions according to the VLL and 
VSS model in evtgen, while we assume there is no polarization 
for the two vectors. The PS MC simulation is reweighted assuming 
either transverse or longitudinal J/ψ and φ polarization. The ef-
fect of either polarization is found to be negligible. The measured 
efficiency is fairly uniform, varying by less than 25% over the en-
tire allowed three-body PS. Assuming a uniform PS distribution, 
the efficiency for each $m bin is taken to be the average of the 
efficiencies over the full kinematically allowed m(φK+) range. To 
estimate the systematic uncertainty in the efficiency caused by its 
dependence on the unknown quantum numbers of the structures, 
and hence on their unknown decay angular distributions, the ef-
ficiency is evaluated under the assumption of both a cos2 θ and 
sin2 θ dependence, where θ is the helicity angle, defined as the 
angle in the J/ψφ rest frame between the direction of the boost 
from the laboratory frame and the J/ψ direction. Since the effi-
ciency tends to be lower towards the edge of the Dalitz plot, the 
cos2 θ dependence gives a lower average efficiency than the de-
fault efficiency, while the sin2 θ dependence gives a slightly higher 
average efficiency. This variation (10%) is taken as the systematic 
uncertainty in the efficiency from our lack of knowledge of the 
quantum numbers of the structures and the effects of interference 
with possible two-body resonances.

We investigate the possibility that the two structures in the 
$m distribution are caused by reflections from resonances in the 
other two-body systems, J/ψK+ and φK+ . Such reflections are 
well known in the two-body systems from other three-body de-
cays because of kinematic constraints. There are candidate states 
that decay to φK+ [27], although they are not well established. 
These could potentially produce reflected structures in the J/ψφ

spectrum. In particular, a D-wave contribution to K−p scatter-
ing in the mass region around 1.7–1.8 GeV has been reported 
by several fixed-target experiments [29–31]. This is interpreted as 
two interfering broad J P = 2− resonances, labeled K2(1770) and 

bkg-
subtracted
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Fig. 1. The J/ψφK+ mass distribution with the standard event selection (left) and the tighter requirements (right). The solid curves show the result of fitting these distributions 
to a Gaussian signal and a second-degree polynomial background while the dashed curves show the background contribution.

code on a processor farm to select events with nonprompt J/ψ
candidates coming from the decays of B mesons.

Events containing J/ψ candidates are selected by the HLT 
dimuon trigger. Because of the increasing LHC instantaneous lumi-
nosity, there are two configurations of the HLT, corresponding to 
two running periods and two distinct data sets. For both data sets, 
the following requirements are already applied with the HLT. The 
dimuon pT is required to be greater than 6.9 GeV, the two muons 
must be oppositely charged and form a three-dimensional (3D) 
vertex with a χ2 probability greater than 0.5–10%, depending on 
the running period. The resulting J/ψ vertex must be displaced 
from the average interaction point (beamspot) in the transverse 
plane by at least three times its uncertainty, which is the sum in 
quadrature of the secondary-vertex uncertainty and the beamspot 
size in the transverse plane. The cosine of the angle between the 
transverse projections of the line joining the beamspot and dimuon 
vertex and the dimuon momentum direction must exceed 0.9. For 
the later data set, there is an additional requirement that the pT of 
each muon be greater than 4 GeV. In the final selection of J/ψ can-
didates, the dimuon pT is required to be greater than 7 GeV, the 
χ2 probability of the dimuon vertex is demanded to be greater 
than 10%, and the reconstructed dimuon invariant mass must be 
within 150 MeV of the J/ψ mass [27].

The B+ → J/ψφK+ candidates are reconstructed by combining 
three additional charged-particle tracks that are consistent with 
originating from the displaced J/ψ vertex and have a total charge 
of ±1. These tracks are assigned the kaon mass and this mass 
is used in accounting for the effects of energy loss and multiple-
scattering. We do not apply a mass constraint on the φ candidate 
because our experimental K+K− mass resolution (1.3 MeV) is less 
than the φ meson natural width (4.3 MeV). The pT of all kaon 
tracks are required to be greater than 1 GeV. Only tracks that 
pass the standard CMS quality requirements [28] are used. The 
five tracks, with the µ+µ− invariant mass constrained to the J/ψ
mass, are required to form a good 3D vertex with a χ2 probabil-
ity greater than 1%. There are two K+K− combinations from the 
three charged kaon tracks, and we use the lower invariant mass 
as the φ candidate; MC simulations of the B+ decay predict that 
the φ signal from the other combination is negligible, which is 
verified in the data. The reconstructed K+K− invariant mass must 
satisfy 1.008 GeV < m(K+K−) < 1.035 GeV to be considered as a 
φ candidate. These selection requirements were designed to main-
tain high efficiency for B+ decays and were fixed before the J/ψφ

mass spectrum in data was examined.

3. Results

The invariant-mass spectrum of the selected J/ψφK+ candi-
dates is shown in the left plot of Fig. 1 for a mass difference 
$m ≡ m(µ+µ−K+K−) − m(µ+µ−) < 1.568 GeV. We only inves-
tigate candidates with $m < 1.568 GeV because of possible back-
ground from B0

s → ψ(2S)φ → J/ψπ+π−φ at higher values, as dis-
cussed below. The invariant-mass spectrum is fit with a Gaussian 
signal function and a second-degree polynomial background func-
tion. The fit returns a B+ mass of 5.2796 ± 0.0006 (stat.) GeV, 
which agrees with the nominal value [27], and a Gaussian width 
of 9.6 ± 0.7 (stat.) MeV, which is consistent with the prediction 
from the MC simulation. The B+ yield is 2480 ± 160 (stat.) events, 
which is the world’s largest B+ → J/ψφK+ sample. The combined 
B+ yield is 2340 ± 120 (stat.) events when each data set is fit with 
two Gaussian signal functions and the width of each function is 
fixed to the prediction from MC simulation. Approximately 5% of 
the selected events have more than one B+ candidate within 1.5 
times our mass resolution (σ ) of the B+ mass; all candidates are 
kept.

The right plot in Fig. 1 displays the J/ψK+K−K+ invariant-mass 
distribution after making the following tighter requirements: the 
pT of the kaons must be greater than 1.5 GeV, the B+ vertex 
probability must be greater than 10%, the B+ vertex must be dis-
placed from the primary vertex in the transverse plane by at least 
seven times its uncertainty, and m(K+K−) must be within 7 MeV 
of the φ meson mass [27]. With these requirements, 40% of the 
B+ candidates are retained, while the background is reduced by 
more than a factor of ten. This sample of cleaner signal candi-
dates is used as a cross-check of the results obtained by employing 
the background-corrected J/ψφ mass spectrum, as described be-
low. With the exception of this cross-check, all results are obtained 
with the less-restrictive criteria.

Fig. 2 shows the K+K− invariant-mass distribution for
J/ψK+K−K+ candidates that have an invariant mass within ±3σ
of the B+ mass. We define events in the range [−12, −6]σ and 
[6, 12]σ of the B+ mass as sidebands. The φ mass restriction has 
been removed and a sideband subtraction has been performed in 
Fig. 2. We fit this distribution to a P -wave relativistic Breit–Wigner 
(BW) function convolved with a Gaussian resolution function. The 
width of the Gaussian is fixed to 1.3 MeV, obtained from MC sim-
ulation. The fit has a χ2 probability of 23% and returns a mass 
of 1019.4 ± 0.1 MeV and a width of 4.7 ± 0.4 MeV, consistent 
with the φ meson [27]. The good fit to only a φ component 
in Fig. 2 indicates that after the J/ψ and φ mass requirements 
are made and the combinatorial background is subtracted, the 

CMS extracts B+→ψ(μ+μ-)φ(K+K-)K+ 
signal in intervals of:

Bottom physics @ CMS, Ivan Heredia, MWPF-2015
Now looking LHCb pentaquark!
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FIG. 2: (color online) Invariant mass distribution of J/ψφ candidates in the mass window around (left) B0
s and (right) X(4140),

for events with (a,b) −0.025 < Lxy < 0 cm, (c,d) 0 < Lxy < 0.025 cm and (e,f) Lxy > 0.025 cm. The arrows indicate the
structures seen by CDF [2], CMS [4], and Belle [10]. The signal and background models are described in the text.

TABLE I: Summary of event yields in three Lxy regions and their sum for B0
s and X(4140). For Regions 1 and 2 the mass

of X(4140) is assumed to be 4152.5 MeV and the width is taken to be 16.3 MeV. Also shown are the deduced yields for the
non-prompt and prompt production of X(4140). The uncertainties are statistical.

Parent − 0.025 < Lxy < 0 cm 0 < Lxy < 0.025 cm Lxy > 0.025 cm Sum
B0

s 191 ± 143 804± 169 3166 ± 81 4161± 236
X(4140) 511 ± 120 837± 135 616± 170 1964± 248

X(4140) non-prompt 37± 26 156 ± 54 616± 170 809± 175
X(4140) prompt 474 ± 123 681± 149 ≡ 0 1155± 193

D0-2015

D0/15 > 5σ
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SKIPPED TODAY
* Run II early analyses.
* Properties:

1. CP-violating weak phase φs in B0s → J/ψφ (arXiv:1507.07527, 2015).
2. BR(B0s → J/ψf0(980)) (arXiv:1501.06089, 2015).

* Production @ 7 - 8 TeV:
3. Cross section ratio σ(χb2(1P))/σ(χb1(1P)) (arXiv:1409.5761, 2015).
4. Υ(nS) differential cross sections (arXiv:1501.07750v1, 2015).
5. Υ(nS) cross sections (PRD D 83, 112004 (2011) & PLB 727 (2013) 101–125).
6. Relative prompt production rate of χc2 and χc1 (Eur. Phys. J. C (2012) 72:2251).
7. Prompt J/ψ and ψ(2S) double-differential cross sections (arXiv:1502.04155, 2015).
8. Prompt J/ψ pair production (JHEP09(2014)094).
9. Prompt and non-prompt J/ψ production (Eur. Phys. J. C (2011) 71: 1575).
10. J/ψ and ψ(2S) production (JHEP02(2012)011).
11. Cross section for production of bbX̅ decaying to muons (JHEP06(2012)110).
12. Inclusive b-hadron production cross section with muons (JHEP03(2011)090).
13. Inclusive b-jet production (JHEP04(2012)084).
14. BB ̅angular correlations (JHEP03(2011)136).
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SUMMARY
Successful BPH (dimuon) CMS program. 
Several important observations/discoveries.
CMS tops some important analyses or is competitive 
with LHCb.
Many results using Run I data are in the pipeline and 
we are already analyzing Run II.
The Mexican group is involved in several BPH analyses 
(quarkonium, B properties, CP violation, rare decays, 
new particle searches, exotics, ...).
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LUMINOSITY

25

6.1fb-1

23.3fb-1

44.2pb-1
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Bc+ MESON @ 7 TEV

b and c heavy quarks 
competing in decay 
(decays faster).
Reconstructed in J/ψπ+ 
and J/ψπ+π+π-.
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Figure 1. The J/ψπ+ (left) and J/ψK+ (right) invariant mass distributions. The result of the fit is
superimposed. The lines represent the signal-plus-background fit (solid) and the background-only
component (dashed).

where YB+
c →J/ψπ+ and YB+→J/ψK+ are the signal yields extracted from the efficiency-

corrected invariant mass distributions for the B+
c → J/ψπ+ and B+ → J/ψK+ channels,

respectively, in the kinematic region pT > 15GeV and |y| < 1.6. The efficiencies for

the two channels are evaluated from MC simulations and include geometrical acceptance,

reconstruction, selection, and trigger effects.

The simulation of the two-body B+
c → J/ψπ+ and B+ → J/ψK+ decays takes into

account the spins of the particles. The efficiencies are evaluated as a function of the B+ or

B+
c candidate’s pT and computed in pT bins, whose sizes are determined by the available

size of the B+
c → J/ψπ+ and B+ → J/ψK+ MC samples. Data are corrected event-by-event

according to the candidate’s pT.

Possible systematic uncertainties introduced by different trigger and pileup conditions

and analysis selections have been investigated by dividing the data and evaluating the sta-

tistical consistency [22] of the independent samples; the resulting systematic uncertainties

are found to be insignificant. Uncertainties from the different signal and background fit

functions and fit ranges have been evaluated through a “fit variant” approach [24] and

account for a 5.3% uncertainty. The finite size of the MC samples introduces a system-

atic uncertainty of 2.1% and the choice of the pT binning in the efficiency calculation an

additionl 3.1%. The total systematic uncertainty in the ratio is 6.5%.

Recently, the LHCb Collaboration published a new, more precise B+
c lifetime mea-

surement [25], which is significantly higher than the previous world average [22]. The

B+
c → J/ψπ+ reconstruction efficiency has a dependence on the B+

c lifetime. To deter-

mine the systematic uncertainty associated with the uncertainty in the B+
c lifetime, the

efficiency is evaluated while changing the B+
c lifetime in the simulation to cover the range

from the world average minus its one standard deviation uncertainty, to the new LHCb

measurement. The resulting variation in the Rc/u ratio is quoted separately as a life-

time systematic uncertainty (σ(τBc)) and is ±10.4%. The different contributions to the

systematic uncertainty are listed in table 1.
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Figure 2. The J/ψπ+π+π− invariant mass distribution. The result of the fit is superimposed; the
lines represent the signal-plus-background fit (solid) and the background-only component (dashed).

where YB+
c →J/ψπ+π+π− and YB+

c →J/ψπ+ are the signal yields extracted from the efficiency-

corrected invariant mass distributions for the B+
c → J/ψπ+π+π− and B+

c → J/ψπ+ chan-

nels, respectively, in the kinematic region pT > 15GeV and |y| < 1.6. Efficiency corrections

of the B+
c → J/ψπ+π+π− and B+

c → J/ψπ+ data include geometrical acceptance, recon-

struction, selection, and trigger effects. The efficiencies for the two channels are evaluated

from MC simulations.

The efficiency for the B+
c → J/ψπ+ channel is evaluated as a function of the candidate’s

pT, as explained in section 5.

The B+
c → J/ψπ+π+π− decay can involve intermediate resonant states; indeed, the

π+π+π− and π+π− invariant mass projections from data show evidence for the presence

of a1(1260) and ρ(770) in the decay (figure 3). No hint of either ψ(2S)(→ J/ψπ+π−) or

X(3872)(→ J/ψπ+π−) is detected in the µ+µ−π+π− mass projections. The quantitative

determination of the resonant contributions and their interferences in the decay requires a

sophisticated amplitude analysis which is not feasible with the available amount of data.

However, the reconstruction efficiency for this five-body decay could be affected by the

decay dynamics; thus, a model-independent efficiency treatment is needed.

A five-body decay of a spinless particle can be fully described in its center-of-mass frame

by eight independent mass combinations of the type m2
ij (i ̸= j), where m2

ij is the squared

invariant mass of the pair of particles i and j in the final state (Dalitz plot representation).

In the present case, the additional J/ψ mass constraint reduces the number of independent

m2
ij to seven. The following seven mass combinations have been chosen: x = m2(µ+π+)low,

y = m2(π+π−)high, z = m2(µ+π−), w = m2(π+π+), r = m2(µ−π+)low, t = m2(µ−π+)high,

and v = m2(µ−π−); the “low” and “high” subscripts refer to the lower and higher invariant

mass combination where a π+ is involved. A B+
c → J/ψπ+π+π− nonresonant MC has been

produced to access all the phase-space configurations. The efficiency is parametrized as a

– 7 –
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4 B+
c → J/ψπ+ and B+ → J/ψK+ decays

The selection criteria for the B+
c → J/ψπ+ decay have been optimized in the kinematic

region pT > 15GeV and |y| < 1.6 by maximizing S/
√
(S +B) as a figure of merit, where

S is the signal yield obtained from a Gaussian fit to the MC reconstructed events and B

is the amount of background extrapolated from the J/ψπ+ invariant mass sidebands in the

data. The two sideband regions are defined as being between 5σm(Bc) and 8σm(Bc) of the

world-average Bc mass [22], where σm(Bc) is the resolution of the signal as determined in

simulation.

The procedure results in the following requirements: B+
c vertex probability >6%,

cosα′ > 0.9, where α′ is the angle between the candidate B+
c momentum vector and the

displacement between the beam spot and the decay vertex evaluated in the plane trans-

verse to the beam; pT(π) > 2.7GeV, and ∆R(J/ψ,π) < 1, where ∆R is the distance in the

(η,φ) plane between the J/ψ and pion momentum vector. The B+
c → J/ψπ+ invariant mass

distribution is shown in figure 1 (left). The B+ → J/ψK+ signal is obtained with the same

selections and is shown in figure 1 (right). The B+
c → J/ψπ+ and the B+ → J/ψK+ invariant

mass distributions are fit with an unbinned maximum likelihood estimator. The B+
c signal

is fit with a Gaussian distribution and the background with a second-order Chebyshev

polynomial. The B+
c → J/ψπ+ signal has a yield of 176± 19, a mass of 6.267± 0.003GeV,

and a resolution of 0.025± 0.003GeV (statistical uncertainties only). Contamination from

other B+
c decay modes in the B+

c → J/ψπ+ channel has been investigated. A possible

reflection of the Cabibbo-suppressed B+
c → J/ψK+ mode in the J/ψπ+ mass spectrum has

been modeled from a simulated sample of B+
c → J/ψK+ events and its contribution con-

strained using the value of the relative branching fraction to J/ψπ+ [9]. Furthermore, the

effect due to a possible undetected π0 from B+
c → J/ψπ+π0 decay has been modeled from

a dedicated MC sample. The partially reconstructed J/ψπ+ mass spectrum obtained from

the simulated events has been fit with an ARGUS function [23] convolved with a Gaussian

function describing the detector resolution. The resulting parametrization, added to a lin-

ear function, has been used to describe the background on the left of the signal peak in

the fit of the J/ψπ+ mass spectrum in data. No significant variation of the B+
c → J/ψπ+

signal yield is found.

The B+ invariant mass distribution is fit with a sum of two Gaussian distributions

with a common mean for the signal and a second-order Chebyshev polynomial for the

background. Additional contributions from partially reconstructed B0 and B+ decays are

parametrized with functions determined from inclusive B+ → J/ψX and B0 → J/ψX

MC samples.

5 Rc/u measurement

The ratio Rc/u of the production cross sections times branching fractions is obtained from

the relation

Rc/u =
σ(B+

c )B(B+
c → J/ψπ+)

σ(B+)B(B+ → J/ψK+)
=

YB+
c →J/ψπ+

YB+→J/ψK+
, (5.1)
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Systematic source %

Fit variant 5.3

MC sample size 2.1

Efficiency binning 3.1

Total uncertainty 6.5

Bc lifetime 10.4

Table 1. Systematic uncertainties in the measurement of Rc/u.

The measurement of the ratio, including all the uncertainties, is

Rc/u = [0.48± 0.05 (stat)± 0.03 (syst)± 0.05 (τBc)]%. (5.2)

6 B+
c → J/ψπ+π+π− decay

The same figure of merit S/
√
(S +B) is maximized in the selection of the B+

c →
J/ψπ+π+π− signal in the same kinematic phase space as defined for the B+

c → J/ψπ+

decay, i.e., pT(B+
c ) > 15GeV and |y(B+

c )| < 1.6. The optimized selection requirements

are: χ2 probability of the five-track kinematic fit >20%; cosα′ > 0.99; pT(π1) > 2.5GeV;

pT(π2) > 1.7GeV; pT(π3) > 0.9GeV, where the three pions are referred to as π1, π2,

and π3 from highest to lowest pT; and ∆R(J/ψ,πS) < 0.5, where πS is the sum of the

momentum vectors of the three pions. The resulting B+
c → J/ψπ+π+π− invariant mass

distribution is shown in figure 2. A fit is performed with an unbinned maximum likelihood

estimator. The signal is parametrized as a Gaussian distribution and the background as a

second-order Chebyshev polynomial. The signal yield is 92± 27 events and the fitted mass

and resolution values are 6.266± 0.006GeV and 0.021± 0.006GeV, respectively, where the

uncertainties are statistical only. Possible contamination from other B+
c decay modes in

the B+
c → J/ψπ+π+π− channel has been investigated. No B+

c → J/ψK+K−π+ decays are

observed in the data with the applied selection cuts. The effect from a possible undetected

π0 in the decay B+
c → J/ψπ+π+π−π0 has been modeled with a dedicated MC sample. The

partially reconstructed J/ψπ+π+π− mass spectrum obtained from the simulated events

has been fit with an ARGUS function convolved with a Gaussian function describing the

detector resolution. The resulting parametrization, added to a linear polynomial function,

has been used to describe the background on the left of the signal peak in the fit of the

J/ψπ+π+π− mass spectrum in data. No significant variation in the B+
c → J/ψπ+π+π−

signal yield is found.

7 RBc measurement

The ratio RBc is defined as

RBc =
B(B+

c → J/ψπ+π+π−)

B(B+
c → J/ψπ+)

=
YB+

c →J/ψπ+π+π−

YB+
c →J/ψπ+

, (7.1)

– 6 –

Results (√s = 7 TeV)        JHEP 01 (2015) 063 J
H
E
P
0
1
(
2
0
1
5
)
0
6
3

Systematic source %

Fit variant 5.3

MC sample size 2.1

Efficiency binning 3.1

Total uncertainty 6.5

Bc lifetime 10.4

Table 1. Systematic uncertainties in the measurement of Rc/u.

The measurement of the ratio, including all the uncertainties, is

Rc/u = [0.48± 0.05 (stat)± 0.03 (syst)± 0.05 (τBc)]%. (5.2)

6 B+
c → J/ψπ+π+π− decay

The same figure of merit S/
√

(S +B) is maximized in the selection of the B+
c →

J/ψπ+π+π− signal in the same kinematic phase space as defined for the B+
c → J/ψπ+

decay, i.e., pT(B+
c ) > 15GeV and |y(B+

c )| < 1.6. The optimized selection requirements

are: χ2 probability of the five-track kinematic fit >20%; cosα′ > 0.99; pT(π1) > 2.5GeV;

pT(π2) > 1.7GeV; pT(π3) > 0.9GeV, where the three pions are referred to as π1, π2,

and π3 from highest to lowest pT; and ∆R(J/ψ,πS) < 0.5, where πS is the sum of the

momentum vectors of the three pions. The resulting B+
c → J/ψπ+π+π− invariant mass

distribution is shown in figure 2. A fit is performed with an unbinned maximum likelihood

estimator. The signal is parametrized as a Gaussian distribution and the background as a

second-order Chebyshev polynomial. The signal yield is 92± 27 events and the fitted mass

and resolution values are 6.266± 0.006GeV and 0.021± 0.006GeV, respectively, where the

uncertainties are statistical only. Possible contamination from other B+
c decay modes in

the B+
c → J/ψπ+π+π− channel has been investigated. No B+

c → J/ψK+K−π+ decays are

observed in the data with the applied selection cuts. The effect from a possible undetected

π0 in the decay B+
c → J/ψπ+π+π−π0 has been modeled with a dedicated MC sample. The

partially reconstructed J/ψπ+π+π− mass spectrum obtained from the simulated events

has been fit with an ARGUS function convolved with a Gaussian function describing the

detector resolution. The resulting parametrization, added to a linear polynomial function,

has been used to describe the background on the left of the signal peak in the fit of the

J/ψπ+π+π− mass spectrum in data. No significant variation in the B+
c → J/ψπ+π+π−

signal yield is found.

7 RBc measurement

The ratio RBc is defined as

RBc =
B(B+

c → J/ψπ+π+π−)

B(B+
c → J/ψπ+)

=
YB+

c →J/ψπ+π+π−

YB+
c →J/ψπ+

, (7.1)

– 6 –

J
H
E
P
0
1
(
2
0
1
5
)
0
6
3

4 B+
c → J/ψπ+ and B+ → J/ψK+ decays

The selection criteria for the B+
c → J/ψπ+ decay have been optimized in the kinematic

region pT > 15GeV and |y| < 1.6 by maximizing S/
√
(S +B) as a figure of merit, where

S is the signal yield obtained from a Gaussian fit to the MC reconstructed events and B
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is fit with a Gaussian distribution and the background with a second-order Chebyshev

polynomial. The B+
c → J/ψπ+ signal has a yield of 176± 19, a mass of 6.267± 0.003GeV,

and a resolution of 0.025± 0.003GeV (statistical uncertainties only). Contamination from

other B+
c decay modes in the B+

c → J/ψπ+ channel has been investigated. A possible

reflection of the Cabibbo-suppressed B+
c → J/ψK+ mode in the J/ψπ+ mass spectrum has

been modeled from a simulated sample of B+
c → J/ψK+ events and its contribution con-

strained using the value of the relative branching fraction to J/ψπ+ [9]. Furthermore, the

effect due to a possible undetected π0 from B+
c → J/ψπ+π0 decay has been modeled from

a dedicated MC sample. The partially reconstructed J/ψπ+ mass spectrum obtained from

the simulated events has been fit with an ARGUS function [23] convolved with a Gaussian

function describing the detector resolution. The resulting parametrization, added to a lin-

ear function, has been used to describe the background on the left of the signal peak in

the fit of the J/ψπ+ mass spectrum in data. No significant variation of the B+
c → J/ψπ+

signal yield is found.

The B+ invariant mass distribution is fit with a sum of two Gaussian distributions

with a common mean for the signal and a second-order Chebyshev polynomial for the

background. Additional contributions from partially reconstructed B0 and B+ decays are

parametrized with functions determined from inclusive B+ → J/ψX and B0 → J/ψX

MC samples.

5 Rc/u measurement

The ratio Rc/u of the production cross sections times branching fractions is obtained from

the relation

Rc/u =
σ(B+

c )B(B+
c → J/ψπ+)

σ(B+)B(B+ → J/ψK+)
=

YB+
c →J/ψπ+

YB+→J/ψK+
, (5.1)
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0
6
3

Systematic source %

Fit variant 5.3

MC sample size 2.1

Efficiency binning 3.1

Total uncertainty 6.5

Bc lifetime 10.4

Table 1. Systematic uncertainties in the measurement of Rc/u.

The measurement of the ratio, including all the uncertainties, is

Rc/u = [0.48± 0.05 (stat)± 0.03 (syst)± 0.05 (τBc)]%. (5.2)

6 B+
c → J/ψπ+π+π− decay

The same figure of merit S/
√

(S +B) is maximized in the selection of the B+
c →

J/ψπ+π+π− signal in the same kinematic phase space as defined for the B+
c → J/ψπ+

decay, i.e., pT(B+
c ) > 15GeV and |y(B+

c )| < 1.6. The optimized selection requirements

are: χ2 probability of the five-track kinematic fit >20%; cosα′ > 0.99; pT(π1) > 2.5GeV;

pT(π2) > 1.7GeV; pT(π3) > 0.9GeV, where the three pions are referred to as π1, π2,

and π3 from highest to lowest pT; and ∆R(J/ψ,πS) < 0.5, where πS is the sum of the

momentum vectors of the three pions. The resulting B+
c → J/ψπ+π+π− invariant mass

distribution is shown in figure 2. A fit is performed with an unbinned maximum likelihood

estimator. The signal is parametrized as a Gaussian distribution and the background as a

second-order Chebyshev polynomial. The signal yield is 92± 27 events and the fitted mass

and resolution values are 6.266± 0.006GeV and 0.021± 0.006GeV, respectively, where the

uncertainties are statistical only. Possible contamination from other B+
c decay modes in

the B+
c → J/ψπ+π+π− channel has been investigated. No B+

c → J/ψK+K−π+ decays are

observed in the data with the applied selection cuts. The effect from a possible undetected

π0 in the decay B+
c → J/ψπ+π+π−π0 has been modeled with a dedicated MC sample. The

partially reconstructed J/ψπ+π+π− mass spectrum obtained from the simulated events

has been fit with an ARGUS function convolved with a Gaussian function describing the

detector resolution. The resulting parametrization, added to a linear polynomial function,

has been used to describe the background on the left of the signal peak in the fit of the

J/ψπ+π+π− mass spectrum in data. No significant variation in the B+
c → J/ψπ+π+π−

signal yield is found.

7 RBc measurement

The ratio RBc is defined as

RBc =
B(B+

c → J/ψπ+π+π−)

B(B+
c → J/ψπ+)

=
YB+

c →J/ψπ+π+π−

YB+
c →J/ψπ+

, (7.1)
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J
H
E
P
0
1
(
2
0
1
5
)
0
6
3

Systematic source %

Fit variant 9.4

MC sample size 4.1

Efficiency fit function 1.0

Efficiency binning 1.9

Tracking efficiency 7.8

Total uncertainty 13.1

Lifetime +1.6
−0.4

Table 2. Systematic uncertainties in the measurement of RBc .

The resulting ratio, including all uncertainties, is

RBc = 2.55± 0.80 (stat)± 0.33 (syst)+0.04
−0.01 (τBc). (7.3)

8 Summary

A measurement of the ratio of the cross sections times branching fractions for B+
c → J/ψπ+

and B+ → J/ψK+ has been presented based on pp collision data at a center-of-mass energy

of 7TeV collected by the CMS experiment and corresponding to an integrated luminosity

of 5.1 fb−1. The analysis, performed for B+
c and B+ mesons with pT > 15GeV and in the

central rapidity region |y| < 1.6, gives a measured ratio of

Rc/u = [0.48± 0.05 (stat)± 0.03 (syst)± 0.05 (τBc)]%. (8.1)

A similar measurement from LHCb in the kinematic region pT > 4GeV, 2.5 < η < 4.5

gives [0.68±0.10 (stat)±0.03 (syst)±0.05 (τBc)]% [27]. The two measurements, performed

in different kinematic regions, are expected to differ because of the softer pT distribution of

the B+
c with respect to that of the B+, implying a lower value of the ratio at higher pT. The

measurements are consistent with this expectation. Measurements of the production cross

section times branching fraction for B+
c → J/ψℓ+ν relative to that for B+ → J/ψK+ are also

available from the CDF experiment [4] in the kinematic region pT > 4GeV and |y| < 1.

With the present B+
c (pT,|y|) coverage, these experimental results can give guidance to

improve the theoretical calculations still affected by large uncertainties and constrain the

various B+
c production models.

The ratio of the B+
c → J/ψπ+π+π− and B+

c → J/ψπ+ branching fractions has been

measured to be

RBc = 2.55± 0.80 (stat)± 0.33 (syst)+0.04
−0.01 (τBc), (8.2)

which is in good agreement with the result from the LHCb experiment, 2.41 ±
0.30 (stat)±0.33 (syst) [10], and represents its first confirmation. This measurement can be

compared with the theoretical predictions, which assume factorization into B+
c → J/ψW+∗

and W+∗ → nπ+ (n = 1, 2, 3, 4). In particular, ref. [28] predicts 1.5 for the ratio, whereas

– 9 –

Cross section 
measurements could 
help improve Bc 
(double heavy) 
production models.
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SEARCH FOR A NEW B 
BARYON

Quark model predicts 3 bsd 
(ground) baryon states: 
Ξb (lightest state).
Ξb’.
Ξb* (in j = 1, JP = 3/2+ sextet).

30

j = light di-quark spin
JP = spin-parity of baryon 

JP = ½+
jp = 1+

JP = ½+
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Ξb* (in j = 1, JP = 3/2+ sextet).

30

j = light di-quark spin
JP = spin-parity of baryon 

JP = ½+
jp = 1+

JP = ½+

Theory: mΞb’0 - mΞb- < mπ 
⇒ kinematically 
forbidden.
Then look for:

            Ξb*0 → Ξb- π+

Ξb decays weakly. 
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strongly to Ξb π, then E.M. 
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SEARCH FOR
 B0s→μ+μ- and B0→μ+μ-
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SEARCH FOR
 B0s→μ+μ- and B0→μ+μ-

Trained 3 BDT (MC = signal, SB = bkg) to reject bkg.:
To train ↔︎ test ↔︎  apply (1/3 sample).
Divide 2011-12, barrel & endcap ⇒ 12 BDT!
12 input variables (quality, kinematic, isolation) ⇒ 1 MV. 
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and ð0:36" 0:04Þ $ 10%3, respectively, for the barrel and
end-cap channels in the 7 TeV analysis, and ð0:82"
0:07Þ $ 10%3 and ð0:21" 0:03Þ $ 10%3 for the 8 TeV
analysis, where statistical and systematic uncertainties
are combined in quadrature. The distributions of b for the
normalization and control samples are found to agree well
between data and MC simulation, with residual differences
used to estimate systematic uncertainties. No dependence
of the selection efficiency on pileup is observed. The
systematic uncertainty in the acceptance is estimated
by comparing the values obtained with different b !b
production mechanisms (gluon splitting, flavor excitation,
and flavor creation). The uncertainty in the event selection
efficiency for the Bþ ! J=cKþ normalization sample
is evaluated from differences between measured and
simulated Bþ ! J=cKþ events. The uncertainty in the
B0
s ! !þ!% and B0 ! !þ!% signal efficiencies

[(3–10)%, depending on the channel and
ffiffiffi
s

p
] is evaluated

using the B0
s ! J=c" control sample.

The yields for the normalization (control) sample in
each category are fitted with a double (single) Gaussian
function. The backgrounds under the normalization and
control sample peaks are described with an exponential
(plus an error function for the normalization sample).
Additional functions are included, with shape templates
fixed from simulation, to account for backgrounds from
Bþ ! J=c#þ (Gaussian function) for the normalization
sample, and B0 ! J=cK'0 (Landau function) for the con-
trol sample. In the 7 TeV data, the observed number of
Bþ!J=cKþ candidates in the barrel is ð71:2"4:1Þ$103

and ð21:4" 1:1Þ $ 103 in the end-cap channel. For the
8 TeV sample the corresponding yields are ð309" 16Þ $
103 (barrel) and ð69:3" 3:5Þ $ 103 (end cap). The uncer-
tainties include a systematic component estimated fromsimu-
lated events by considering alternative fitting functions.

The B0
s ! !þ!% branching fraction is measured using

BðB0
s ! !þ!%Þ ¼ NS

NBþ
obs

fu
fs

"B
þ

tot

"tot
BðBþÞ; (1)

and analogously for the B0 ! !þ!% case, where NS

(NBþ
obs) is the number of reconstructed B0

s ! !þ!% (Bþ !
J=cKþ) decays, "tot ("

Bþ
tot ) is the total signal (Bþ) effi-

ciency,BðBþÞ ¼ ð6:0" 0:2Þ $ 10%5 [27] is the branching
fraction for Bþ ! J=cKþ ! !þ!%Kþ, and fu=fs is the
ratio of the Bþ and B0

s fragmentation fractions. The value
fs=fu ¼ 0:256" 0:020, as measured by LHCb [28], is
used and an additional systematic uncertainty of 5% is
assigned to account for possible pseudorapidity and pT

dependence of this ratio. Studies based on the Bþ !
J=cK and B0

s ! J=c" control samples reveal no discern-
ible pseudorapidity or pT dependence of this ratio in the
kinematic region used in the analysis.

An unbinned maximum-likelihood fit to the m!! distri-
bution is used to extract the signal and background yields.
Events in the signal window can result from genuine signal,

combinatorial background, background from semileptonic
b-hadron decays, and the peaking background. The proba-
bility density functions (PDFs) for the signal, semileptonic,
and peaking backgrounds are obtained from fits to MC
simulation. The B0

s and B0 signal shapes are modeled by
Crystal Ball functions [29]. The peaking background is
modeled with the sum of Gaussian and Crystal Ball functions
(with a common mean). The semileptonic background is
modeled with a Gaussian kernels method [30,31]. The PDF
for the combinatorial background is modeled with a first-
degree polynomial. Since the dimuon mass resolution $,
determined on an event-by-event basis from the dimuon
mass fit, varies significantly, the PDFs described above are
combined as a conditional product with the PDF for the per-
event mass resolution, such that the Crystal Ball function
width correctly reflects the resolution on a per-event basis. To
avoid any effect of the correlation between $ and the can-
didate mass, we divide the invariant mass uncertainty by the
mass to obtain a ‘‘reduced’’ mass uncertainty,$r ¼ $=m!!,

which is used in the fit.
The dimuon mass distributions for the four channels

(barrel and end cap in 7 and 8 TeV data), further divided
into categories corresponding to different bins in the BDT
parameter b, are fitted simultaneously. The results are
illustrated for the most sensitive categories in Fig. 1. The
fits for all 12 categories are shown in the Supplemental
Material [32] showing additional plots of the mass fits.
Pseudoexperiments, done with MC simulated events, con-
firm the robustness and accuracy of the fitting procedure.
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FIG. 1 (color online). Results from the categorized-BDT
method of the fit to the dimuon invariant mass distributions for
the

ffiffiffi
s

p ¼ 8 TeV data in the barrel (top) and end cap (bottom) for
the BDT bins with the highest (left) and second-highest (right)
signal-to-background ratio.
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8

Signal: 
Two isolated muons from a secondary 
vertex
M(μ+μ-)~M(B0

s(d)
)

Momentum aligned with Night direction

B    μ+μ- 

BKG: 
Combinatorial from uncorrelated B 
semileptonic decays
Physical: 

Peaking B        hh' (h=misidentifed K, π)    
(BR~10-7/10-5)
Non Peaking B      hμν, B      hμμ,             Λ

b
    pμν
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 RESULTS
B0s→μ+μ- and B0→μ+μ-
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Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be
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FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.
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Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be

)-µ+µ→
s

0BF(B
0 1 2 3 4 5 6 7 8 9 10

-910×

)- µ+ µ
→0

B
F

(B

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
-910×

σ1

σ2 σ3 σ4

CMS

SM

CMS -1=8 TeV, L=20 fbs-1=7 TeV, L=5 fbs

)-µ+µ→
s
0BF(B

0 1 2 3 4 5

-910×

 ln
L

∆
2

0

2

4

6

8

10

12

14

16

18

20

σ1

σ2

σ3

σ4

-910×)
-0.9

+1.0        (3.0

)=-µ+µ→
s

0BF(B

σ4.3

SM

)-µ+µ→0BF(B
0 0.2 0.4 0.6 0.8 1

-910×

 ln
L

∆
2

0

2

4

6

8

10

12

14

16

18

20

σ1

σ2

σ3

σ4

-1010×)
-1.8

+2.1        (3.5

)=-µ+µ→0BF(B

σ2.0
SM

)-µ+µ→0BF(B
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

-910×

s
C

L

0

0.2

0.4

0.6

0.8

1
 observedsCL

σ 2 ±sExpected SM CL

σ 1 ±sExpected SM CL

 mediansExpected SM CL

CMS  (8TeV)-1 (7TeV) + 20fb-1L = 5fb

FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.
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 RESULTS
B0s→μ+μ- and B0→μ+μ-

34

Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be
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FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.
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Systematic uncertainties are constrained with Gaussian
PDFs with the standard deviations of the constraints set
equal to the uncertainties. Sources of systematic uncer-
tainty arise from the hadron-to-muon misidentification
probability, the branching fraction uncertainties (domi-
nated by 100% for !b ! p!"), and the normalization of
the peaking background. The B ! hh0 and semileptonic
backgrounds are estimated by normalizing to the observed
Bþ ! J=cKþ yield. The peaking background yield is
constrained in the fit with log-normal PDFs with rms
parameters set to the mean 1-standard-deviation uncertain-
ties. The absolute level of peaking background has been
studied on an independent data sample, obtained with
single-muon triggers, and is found to agree with the exp-
ectation described above. The shape parameters for the
peaking and the semileptonic backgrounds and for the
signals are fixed to the expectation. The mass scale uncer-
tainty at the B-meson mass is 6 MeV (7MeV) for the barrel

(end-cap) channel, as determined with charmonium and
bottomium decays to dimuon final states.
An excess of B0

s ! !þ!" decays is observed above
the background predictions. The measured decay-time
integrated branching fraction from the fit is BðB0

s !
!þ!"Þ ¼ ð3:0þ1:0

"0:9Þ & 10"9, where the uncertainty
includes both the statistical and systematic components,
but is dominated by the statistical uncertainties. The
observed (expected median) significance of the excess is
4.3 (4.8) standard deviations and is determined by evaluat-
ing the ratio of the likelihood value for the hypothesis with
no signal, divided by the likelihood with BðB0

s ! !þ!"Þ
floating. For this determination, BðB0 ! !þ!"Þ is
allowed to float and is treated as a nuisance parameter in
the fit (see the top plot in Fig. 2). The measured branching
fraction is consistent with the expectation from the SM.
With the 1D-BDTmethod, the observed (expected median)
significance is 4.8 (4.7) standard deviations. Figure 3 shows
the combined mass distributions weighted by S=ðSþ BÞ
for the categorized-BDT (left) and the 1D-BDT (right)
methods. However, these distributions are illustrative
only and were not used to obtain the final results.
No significant excess is observed for B0 ! !þ!", and

the upper limitBðB0!!þ!"Þ<1:1&10"9 (9:2&10"10)
at 95% (90%) confidence level (C.L.) is determined with
the CLS approach [33,34], based on the observed numbers
of events in the signal and sideband regions with the 1D-
BDT method as summarized in Table I. The expected
95% C.L. upper limit for BðB0 ! !þ!"Þ in the presence
of SM signal plus background (background-only) is
6:3& 10"10 (5:4& 10"10), where the statistical and
systematic uncertainties are considered. The bottom plot
in Fig. 2 shows the observed and expected CLS curves
versus the assumed BðB0 ! !þ!"Þ. From the fit, the
branching fraction for this decay is determined to be
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FIG. 2 (color online). Top, scan of the ratio of the joint like-
lihood for BðB0

s ! !þ!"Þ and BðB0 ! !þ!"Þ. As insets, the
likelihood ratio scan for each of the branching fractions when
the other is profiled together with other nuisance parameters;
the significance at which the background-only hypothesis is
rejected is also shown. Bottom, observed and expected CLS

for B0!!þ!" as a function of the assumed branching fraction.
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FIG. 3 (color online). Plots illustrating the combination of all
categories used in the categorized-BDT method (left) and the
1D-BDT method (right). For these plots, the individual catego-
ries are weighted with S=ðSþ BÞ, where S (B) is the signal
(background) determined at the B0

s peak position. The overall
normalization is set such that the fitted B0

s signal corresponds to
the total yield of the individual contributions. These distributions
are for illustrative purposes only and were not used in obtaining
the final results.
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Fig. 3. The K+π−µ+µ− invariant-mass distributions for each of the signal q2 bins. Overlaid on each mass distribution is the projection of the unbinned maximum-likelihood
fit results for the overall fit (solid line), the signal contribution (dashed line), the combinatorial background contribution (dot-dashed line), and the peaking background
contribution (dotted line).

Table 2
The yields and the measurements of F L , AFB, and the branching fraction for the decay B0 → K∗0µ+µ− in bins of q2. The first uncertainty is statistical and the second is
systematic.

q2

(GeV2)

Yield F L AFB dB/dq2

(10−8 GeV−2)

1–2 23.0 ± 6.3 0.60+0.00
−0.28 ± 0.19 −0.29+0.37

−0.00 ± 0.18 4.8+1.4
−1.2 ± 0.4

2–4.3 45.0 ± 8.8 0.65 ± 0.17 ± 0.03 −0.07 ± 0.20 ± 0.02 3.8 ± 0.7 ± 0.3

4.3–8.68 90 ± 17 0.81+0.13
−0.12 ± 0.05 −0.01 ± 0.11 ± 0.03 3.7 ± 0.7 ± 0.4

10.09–12.86 96 ± 16 0.45+0.10
−0.11 ± 0.04 0.40 ± 0.08 ± 0.05 5.4 ± 0.9 ± 0.9

14.18–16 58 ± 10 0.53 ± 0.12 ± 0.03 0.29 ± 0.09 ± 0.05 4.6+0.9
−0.8 ± 0.5

16–19 103 ± 12 0.44 ± 0.07 ± 0.03 0.41 ± 0.05 ± 0.03 5.2 ± 0.6 ± 0.5

1–6 107 ± 14 0.68 ± 0.10 ± 0.02 −0.07 ± 0.12 ± 0.01 4.4 ± 0.6 ± 0.4
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Fig. 4. Results of the measurement of F L (top) and AFB (bottom) versus q2. The
statistical uncertainty is shown by inner error bars, while the outer error bars
give the total uncertainty. The vertical shaded regions correspond to the J/ψ and
ψ ′ resonances. The other shaded regions show the SM prediction as a continuous
distribution and after rate-averaging across the q2 bins (⟨SM⟩) to allow direct com-
parison to the data points. Reliable theoretical predictions between the J/ψ and ψ ′

resonances (10.09 < q2 < 12.86 GeV2) are not available.

Fig. 5. Results of the measurement of dB/dq2 versus q2. The statistical uncertainty
is shown by inner error bars, while the outer error bars give the total uncer-
tainty. The vertical shaded regions correspond to the J/ψ and ψ ′ resonances. The
other shaded regions show the SM prediction as a continuous distribution and
after rate-averaging across the q2 bins (⟨SM⟩) to allow direct comparison to the
data points. Reliable theoretical predictions between the J/ψ and ψ ′ resonances
(10.09 < q2 < 12.86 GeV2) are not available.

with three independent variables, the K+π−µ+µ− invariant mass
and two decay angles, to obtain values of the forward–backward
asymmetry of the muons, AFB, and the fraction of longitudinal po-
larization of the K∗0, F L . Using these results, unbinned maximum-
likelihood fits to the K+π−µ+µ− invariant mass in q2 bins have
been used to extract the differential branching fraction dB/dq2.
The results are consistent with the SM predictions and previous

Fig. 6. The K+π−µ+µ− invariant-mass (top), cos θl (middle), and cos θK (bot-
tom) distributions for 1 < q2 < 6 GeV2, along with results from the projections of
the overall unbinned maximum-likelihood fit (solid line), the signal contribution
(dashed line), and the background contribution (dot-dashed line).

measurements. Combined with other measurements, these results
can be used to rule out or constrain new physics.
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  Rare B decays: New Physics probes
Weak decay of hadron M into fnal state F described via an Effective 

Hamiltonian expressed by means of Operator Product Expansion:

NP could modify Wilson Coeffcients            and/or add new 

operators 
 

Complementary information 

from different rare decays:

SUSY2014, Manchester 21-26 July  2014                           M.Margoni Universita` di Padova & INFN

A(M →F )=〈F∣Heff∣M 〉=
GF

√2
∑

i
V CKM
i
Ci (μ)〈F∣Qi (μ)∣M 〉

Ci (μ):
Qi(μ) :

Wilson Coeffcients (perturbative short distance couplings)

Hadronic Matrix Elements (non -perturbative long distance effects)

Ci(μ)

Qi(μ)

 B     μμ:  Scalar/Pseudoscalar interactions

B      K
(*)μμ: Vector/axial interactions
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low recoil observables and relations from different opera-
tor sets in Secs. III and IV for !B ! !K!ð! !K!Þ‘þ‘% and
!B ! !K‘þ‘%, respectively. In Sec. V we study the sensi-
tivity of the low recoil observables to even small NP
effects. The sensitivity to OPE corrections is worked out
in Sec. VI as well as a brief discussion of S-wave back-
grounds. We conclude in Sec. VII.

In several appendices we give formulas and subsidiary
information. In Appendix A we discuss the full angular
decay distribution in !B ! !K!ð! !K!Þ‘þ‘% decays. In
Appendix B we present the angular observables in terms
of the transversity amplitudes for the complete set of semi-
leptonic j"Bj ¼ j"Sj ¼ 1 operators. In Appendix C we
detail the transversity amplitudes that parametrize the ten-
sor contribution to the matrix element. An update of the
SM predictions for the key observables in !B ! !K!‘þ‘%

and !B ! !K‘þ‘% decays is given in Appendix D.

II. THE EFFECTIVE HAMILTONIAN

Rare semileptonic j"Bj ¼ j"Sj ¼ 1 decays are
described by an effective Hamiltonian

Heff ¼ % 4GFffiffiffi
2

p VtbV
!
ts
"e

4!

X

i

Cið#ÞOið#Þ: (2)

Here, GF denotes Fermi’s constant and "e the fine struc-
ture constant, and unitarity of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix V has been used. The subleading
contribution proportional to VubV

!
us has been neglected.

The renormalization scale #, which appears in the
short-distance couplings Ci and the matrix elements of
the operators Oi, is of the order of the b-quark mass. In
the following we suppress the dependence of the Wilson
coefficients Ci on the scale #.

In the SM b ! s‘þ‘% processes are mainly governed by
the operators O7;9;10, which will be referred to as the SM
operator basis. Beyond the SM chirality-flipped ones
O70;90;100 , collectively denoted here by SM0, may appear.
The SM and SM0 operators are written as [6,8,19]

O7ð70Þ ¼
mb

e
½ !s$#%PRðLÞb(F#%;

O9ð90Þ ¼ ½ !s&#PLðRÞb(½ !‘&#‘(;
O10ð100Þ ¼ ½ !s&#PLðRÞb(½ !‘&#&5‘(:

(3)

Furthermore, we allow for scalar and pseudoscalar
operators, referred to as S and P,

OSðS0Þ ¼ ½ !sPRðLÞb(½ !‘‘(; OPðP0Þ ¼ ½ !sPRðLÞb(½ !‘&5‘(;
(4)

which includes the chirality-flipped ones, as well as tensor
operators, referred to as T and T5,

OT ¼ ½ !s$#%b(½ !‘$#%‘(;

OT5 ¼
i

2
"#%"'½!s$#%b(½ !‘$"'‘(:

(5)

Note that OT5 ¼ ½ !s$#%b(½ !‘$#%&5‘( ¼ OTE=2 [see
Eq. (C16)], as commonly used in the literature [19–21].
Current-current and QCD penguin operators Oi)6, as

well as the chromomagnetic dipole operatorO8, have to be
included for a consistent description of b ! s‘þ‘%

decays; for definition see Ref. [22]. The matrix elements
of O1;...;6;8 contribute to b ! sþ f&; g; ‘þ‘%g processes
via quark-loop effects. The latter are taken into account
by means of the effective Wilson coefficients Ceff7;8;9. The

effective Wilson coefficients are renormalization group
invariant up to higher orders in the strong coupling con-
stant "s. In the case of exclusive decays the 1=mb correc-
tions in the large- and low-recoil region from QCDF
[14,15,19] or soft collinear effective theory [23,24] and
the low-recoil OPE [1,4,5], respectively, should be
included in the Ceffi . We evaluate "e at # ¼ #b ¼
OðmbÞ, which takes into account most of the next-to lead-
ing order QED corrections [25,26].

III. !B ! !K!‘þ‘% AT LOW RECOIL

We study !B ! !K!ð! !K!Þ‘þ‘% decays in the low recoil
region for a generalized operator basis and detail the
relevant observables and their relations. In Sec. III A we
give the results using SM operators only. In Secs. III B,
III C, and III D we include either SM0, S, and P or T and T5
operators, respectively. Interference effects are worked out
in Sec. III E.
The main results of this section are summarized in

Table I, where the low recoil relations between the observ-
ables and the amount of their violations is given. Our
results are based on the angular distribution presented in
Appendix A and the angular observables in Appendix B.

A. SM operators

The amplitude of the exclusive decays !B ! !K!‘þ‘%

can be treated at low recoil using an OPE and further
matching onto heavy quark effective theory [1]. After
application of the improved Isgur-Wise relations [1], one
finds for the transversity amplitudes [4,5] [see also Eq. (1)],

AL;R
0;k ¼ %CL;Rf0;k; AL;R

? ¼ þCL;Rf?: (6)

The short-distance coefficients read

CL;Rðq2Þ ¼ Ceff79 ðq2Þ * C10; (7)

Ceff79 ðq2Þ ¼ C9 þ (
2mbMB

q2
C7 þ Yðq2Þ; (8)

where Y denotes the matrix elements of the 4-quark op-
erators; see Ref. [5] for details. Here, the matching correc-
tion ( ¼ 1% 2"s=ð3!Þ ln#=mb þOð"2

sÞ arises from the
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erators; see Ref. [5] for details. Here, the matching correc-
tion ( ¼ 1% 2"s=ð3!Þ ln#=mb þOð"2

sÞ arises from the
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low recoil observables and relations from different opera-
tor sets in Secs. III and IV for !B ! !K!ð! !K!Þ‘þ‘% and
!B ! !K‘þ‘%, respectively. In Sec. V we study the sensi-
tivity of the low recoil observables to even small NP
effects. The sensitivity to OPE corrections is worked out
in Sec. VI as well as a brief discussion of S-wave back-
grounds. We conclude in Sec. VII.

In several appendices we give formulas and subsidiary
information. In Appendix A we discuss the full angular
decay distribution in !B ! !K!ð! !K!Þ‘þ‘% decays. In
Appendix B we present the angular observables in terms
of the transversity amplitudes for the complete set of semi-
leptonic j"Bj ¼ j"Sj ¼ 1 operators. In Appendix C we
detail the transversity amplitudes that parametrize the ten-
sor contribution to the matrix element. An update of the
SM predictions for the key observables in !B ! !K!‘þ‘%

and !B ! !K‘þ‘% decays is given in Appendix D.

II. THE EFFECTIVE HAMILTONIAN

Rare semileptonic j"Bj ¼ j"Sj ¼ 1 decays are
described by an effective Hamiltonian

Heff ¼ % 4GFffiffiffi
2

p VtbV
!
ts
"e

4!

X

i

Cið#ÞOið#Þ: (2)

Here, GF denotes Fermi’s constant and "e the fine struc-
ture constant, and unitarity of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix V has been used. The subleading
contribution proportional to VubV

!
us has been neglected.

The renormalization scale #, which appears in the
short-distance couplings Ci and the matrix elements of
the operators Oi, is of the order of the b-quark mass. In
the following we suppress the dependence of the Wilson
coefficients Ci on the scale #.

In the SM b ! s‘þ‘% processes are mainly governed by
the operators O7;9;10, which will be referred to as the SM
operator basis. Beyond the SM chirality-flipped ones
O70;90;100 , collectively denoted here by SM0, may appear.
The SM and SM0 operators are written as [6,8,19]

O7ð70Þ ¼
mb

e
½ !s$#%PRðLÞb(F#%;

O9ð90Þ ¼ ½ !s&#PLðRÞb(½ !‘&#‘(;
O10ð100Þ ¼ ½ !s&#PLðRÞb(½ !‘&#&5‘(:

(3)

Furthermore, we allow for scalar and pseudoscalar
operators, referred to as S and P,

OSðS0Þ ¼ ½ !sPRðLÞb(½ !‘‘(; OPðP0Þ ¼ ½ !sPRðLÞb(½ !‘&5‘(;
(4)

which includes the chirality-flipped ones, as well as tensor
operators, referred to as T and T5,

OT ¼ ½ !s$#%b(½ !‘$#%‘(;

OT5 ¼
i

2
"#%"'½!s$#%b(½ !‘$"'‘(:

(5)

Note that OT5 ¼ ½ !s$#%b(½ !‘$#%&5‘( ¼ OTE=2 [see
Eq. (C16)], as commonly used in the literature [19–21].
Current-current and QCD penguin operators Oi)6, as

well as the chromomagnetic dipole operatorO8, have to be
included for a consistent description of b ! s‘þ‘%

decays; for definition see Ref. [22]. The matrix elements
of O1;...;6;8 contribute to b ! sþ f&; g; ‘þ‘%g processes
via quark-loop effects. The latter are taken into account
by means of the effective Wilson coefficients Ceff7;8;9. The

effective Wilson coefficients are renormalization group
invariant up to higher orders in the strong coupling con-
stant "s. In the case of exclusive decays the 1=mb correc-
tions in the large- and low-recoil region from QCDF
[14,15,19] or soft collinear effective theory [23,24] and
the low-recoil OPE [1,4,5], respectively, should be
included in the Ceffi . We evaluate "e at # ¼ #b ¼
OðmbÞ, which takes into account most of the next-to lead-
ing order QED corrections [25,26].

III. !B ! !K!‘þ‘% AT LOW RECOIL

We study !B ! !K!ð! !K!Þ‘þ‘% decays in the low recoil
region for a generalized operator basis and detail the
relevant observables and their relations. In Sec. III A we
give the results using SM operators only. In Secs. III B,
III C, and III D we include either SM0, S, and P or T and T5
operators, respectively. Interference effects are worked out
in Sec. III E.
The main results of this section are summarized in

Table I, where the low recoil relations between the observ-
ables and the amount of their violations is given. Our
results are based on the angular distribution presented in
Appendix A and the angular observables in Appendix B.

A. SM operators

The amplitude of the exclusive decays !B ! !K!‘þ‘%

can be treated at low recoil using an OPE and further
matching onto heavy quark effective theory [1]. After
application of the improved Isgur-Wise relations [1], one
finds for the transversity amplitudes [4,5] [see also Eq. (1)],

AL;R
0;k ¼ %CL;Rf0;k; AL;R

? ¼ þCL;Rf?: (6)

The short-distance coefficients read

CL;Rðq2Þ ¼ Ceff79 ðq2Þ * C10; (7)

Ceff79 ðq2Þ ¼ C9 þ (
2mbMB

q2
C7 þ Yðq2Þ; (8)

where Y denotes the matrix elements of the 4-quark op-
erators; see Ref. [5] for details. Here, the matching correc-
tion ( ¼ 1% 2"s=ð3!Þ ln#=mb þOð"2

sÞ arises from the
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VII. CONCLUSIONS

We analyze !B ! !K!ð! !K!Þ‘þ‘% and !B ! !K‘þ‘%

decays, ‘ ¼ e, ", at low hadronic recoil in the most
general basis of semileptonic dimension-six effective
couplings. We investigate to which extent the beneficial
features obtained from angular analysis and the OPE in the
SM-like operator basis hold. We find the following:

The transversity observables HðiÞ
T , i ¼ 1, 3, 4, 5 remain

in the general case free of hadronic matrix elements and are

clean tests of the SM and beyond; for Hð2Þ
T this is true

if contributions from scalar operators are ignored
(see Table II).

The form factor ratio f0=fk can be extracted by means of
Eqs. (17) and (41), excluding methods based on J5 if scalar
operators are present. If no chirality-flipped operators con-
tribute, the ratios Eqs. (18) and (19) allow for a short-
distance free extraction of form factor ratios involving
f?. (There is a residual short-distance dependence from
tensor operators, which, however, isMK!=MB suppressed.)

The low recoil relations among the HðiÞ
T and J7;8;9 ¼ 0

receive corrections from both NP (see Table I) and con-
tributions beyond the leading order OPE Eq. (1), as given
in Eq. (76) and discussed in Sec. VI. Our analysis shows
that with the present j"Bj ¼ j"Sj ¼ 1 constraints J7 has
model independently the highest sensitivity to the latter
corrections at the percent level, before a potential NP

background kicks in. The sensitivity in jHð1Þ
T j ¼ 1 to

OPE corrections becomes comparable or better if tensor
operators are ignored. The interplay of constraints will

evolve with future rare decay measurements, and the actual
sensitivity to the OPE can increase.
The observables J8;9 are sensitive to CP violating tensor

and chirality-flipped contributions. We suggest to explore

such scenarios with the observables Hð4;5Þ
T and the respec-

tive CP- and T-odd CP asymmetry að4ÞCP, all of which
vanish in the SM-like basis. Further null tests are the ratios
Eq. (36). Note that one of the latter, J9=J6s ¼ Aim=AFB, has
already been experimentally accessed [29].
Our findings are of direct use to the high statistics studies

at the LHC(b) experiments and forthcoming high luminos-
ity flavor factories. We look forward to this application and
future data.
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APPENDIX A: ANGULAR DISTRIBUTION

The differential decay rate of !B ! !K!ð! !K!Þ‘þ‘% can,
after summing over the lepton spins, assuming an on-shell
!K! of narrow width, and integrating over the !K!-invariant
mass, be written as

8!

3

d4#

dq2d cos#‘d cos#Kd$
¼ ðJ1s þ J2s cos2#‘ þ J6s cos#‘Þsin2#K þ ðJ1c þ J2c cos2#‘ þ J6c cos#‘Þcos2#K

þ ðJ3 cos2$þ J9 sin2$Þsin2#Ksin2#‘ þ ðJ4 cos$þ J8 sin$Þ sin2#K sin2#‘

þ ðJ5 cos$þ J7 sin$Þ sin2#K sin#‘; (A1)

with 12 angular coefficients Ji ¼ Jiðq2Þ times the angular
dependence. The angles are defined as (i) the angle #‘
between ‘% and !B in the ð‘þ‘%Þ center of mass system
(cms), (ii) the angle #K between K% and !B in the ðK%!þÞ
cms, and (iii) the angle $ between the two decay planes
spanned by the 3-momenta of the ðK%!þÞ and ð‘þ‘%Þ
systems, respectively, [6–8,16].

Within the (SMþ SM0) operator basis holds J6c ¼ 0. A
nonvanishing J6c arises only from interference between the
operator sets (SMþ SM0) and S [8], (SMþ SM0) and T,
and P and T [21]. The explicit expressions of the Ji are
given in Appendix B.

We denote by

hJii ¼
Z q2max

q2min

dq2Jiðq2Þ (A2)

q2-integrated angular observables Ji in bins between q2min
and q2max. For composite observables X we use hXi ¼
XðhJiiÞ. We assume in the following that an S-wave back-
ground from !K! around the K!ð892Þ mass has been
removed as discussed in Sec. VI B.
Starting from the q2-integrated decay distribution

d3h#i=d cos#‘d cos#Kd$, one obtains the integrated decay
rate and the three single-angular differential distributions

h#i ¼ 2hJ1siþ hJ1ci%
1

3
ð2hJ2siþ hJ2ciÞ; (A3)

dh#i
d$

¼ h#i
2!

þ 2

3!
hJ3i cos2$þ 2

3!
hJ9i sin2$; (A4)
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dh!i
d cos!‘

¼ hJ1siþ
hJ1ci
2

þ
!
hJ6siþ

hJ6ci
2

"
cos!‘

þ
!
hJ2siþ

hJ2ci
2

"
cos2!‘; (A5)

dh!i
d cos!K

¼ 3

2

#!
hJ1si#

1

3
hJ2si

"
sin2!K

þ
!
hJ1ci#

1

3
hJ2ci

"
cos2!K

$
(A6)

after integration over either all or the remaining two
angles, respectively.

The lepton forward-backward asymmetry AFB can be
written as

hAFBih!i ¼ hJ6siþ
hJ6ci
2

; (A7)

see Eq. (A5). The extraction of J4;5;7;8 has been discussed in
Ref. [7]. For alternative methods to obtain the Ji, see, for
example, Refs. [8,20,39].

The longitudinal K$ polarization fraction FL can model
independently be defined as

1

h!i
dh!i

d cos!K
¼ 3

4
hFTisin2!K þ 3

2
hFLicos2!K: (A8)

From comparison with Eq. (A6) one can read off

hFLi ¼
1

h!i

!
hJ1ci#

1

3
hJ2ci

"
; (A9)

hFTi ¼
2

h!i

!
hJ1si#

1

3
hJ2si

"
; (A10)

where FT þ FL ¼ 1.
In the experimental analyses by the collaborations

Belle [31], BABAR [32], CDF [33], and LHCb [41] the
distribution

1

h!i
dh!i

dcos!‘
¼3

4
hFLið1#cos2!‘Þ

þ3

8
hFTið1þcos2!‘ÞþhAFBicos!‘ (A11)

is at least partially employed. We stress that the latter is
based on [cf. Eqs. (B1)–(B4)]

J1s ¼ 3J2s; J1c ¼ #J2c; (A12)

which is broken by m‘ ! 0 and/or in the presence of S, P,
T, or T5 contributions. Therefore, results for FL based on
Eq. (A11) do not hold in full generality.

Note that in cases where Eq. (A12) holds, such as the
SM with lepton masses neglected, FL ¼ ðjAL

0 j2 þ jAR
0 j2Þ=

! ¼ #J2c=!. Furthermore, hJ2si ¼ 3=16h!ið1# hFLiÞ
and hJ2ci ¼ #3=4h!ihFLi.
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The Jiðq2Þ of Eq. (A1) can be conveniently expressed
within the (SMþ SM0) operator basis with the help of
seven transversity amplitudes, AL;R

0;?;k and At [6]. The op-

erators S require an additional amplitude AS, whereas the
set P can be absorbed into the amplitude At [8]. In the
presence of tensor operators T and T5, six additional
transversity amplitudes Aij need to be introduced, with
ij ¼ fk?; t0; t?; tk; 0?; 0kg; see Appendix C. In the
complete basis ðSMþSM0ÞþðSþPÞþðTþT5Þ we obtain

4

3
J1s¼

ð2þ"2
‘Þ

4
½jAL

?j2þ jAL
k j2þðL!RÞ(

þ4m2
‘

q2
ReðAL

?A
R$
? þAL

kA
R$
k Þþ4"2

‘ðjA0?j2þ jA0kj2Þ

þ4ð4#3"2
‘ÞðjAt?j2þ jAtkj2Þ

þ8
ffiffiffi
2

p m‘ffiffiffiffiffi
q2

p Re½ðAL
k þAR

k ÞA$
tk#ðAL

?þAR
?ÞA$

t?(;

(B1)

4

3
J1c ¼ jAL

0 j2 þ jAR
0 j2 þ

4m2
‘

q2
½jAtj2 þ 2ReðAL

0A
R$
0 Þ(

þ "2
‘jASj2 þ 8ð2# "2

‘ÞjAt0j2 þ 8"2
‘jAk?j2

þ 16
m‘ffiffiffiffiffi
q2

p Re½ðAL
0 þ AR

0 ÞA$
t0(; (B2)

4

3
J2s ¼

"2
‘

4
½jAL

?j2 þ jAL
k j2 þ ðL ! RÞ

# 16ðjAt?j2 þ jAtkj2 þ jA0?j2 þ jA0kj2Þ(; (B3)

4

3
J2c ¼ #"2

‘½jAL
0 j2 þ jAR

0 j2 # 8ðjAt0j2 þ jAk?j2Þ(; (B4)

4

3
J3 ¼

"2
‘

2
½jAL

?j2 # jAL
k j2 þ ðL ! RÞ

þ 16ðjAtkj2 # jAt?j2 þ jA0kj2 # jA0?j2Þ(; (B5)

4

3
J4 ¼

"2
‘ffiffiffi
2

p Re½AL
0A

L$
k þ ðL ! RÞ

# 8
ffiffiffi
2

p
ðAt0A

$
tk þ Ak?A

$
0kÞ(; (B6)

4

3
J5 ¼

ffiffiffi
2

p
"‘Re

#
AL
0A

L$
? # ðL ! RÞ

# 2
ffiffiffi
2

p
AtkA

$
S #

m‘ffiffiffiffiffi
q2

p ð½AL
k þ AR

k (A$
S þ 4

ffiffiffi
2

p
A0kA

$
t

þ 4
ffiffiffi
2

p
½AL

0 # AR
0 (A$

t? # 4½AL
? # AR

?(A$
t0Þ
$
; (B7)
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dh!i
d cos!‘

¼ hJ1siþ
hJ1ci
2

þ
!
hJ6siþ

hJ6ci
2

"
cos!‘

þ
!
hJ2siþ

hJ2ci
2

"
cos2!‘; (A5)

dh!i
d cos!K

¼ 3

2

#!
hJ1si#

1

3
hJ2si

"
sin2!K

þ
!
hJ1ci#

1

3
hJ2ci

"
cos2!K

$
(A6)

after integration over either all or the remaining two
angles, respectively.

The lepton forward-backward asymmetry AFB can be
written as

hAFBih!i ¼ hJ6siþ
hJ6ci
2

; (A7)

see Eq. (A5). The extraction of J4;5;7;8 has been discussed in
Ref. [7]. For alternative methods to obtain the Ji, see, for
example, Refs. [8,20,39].

The longitudinal K$ polarization fraction FL can model
independently be defined as

1

h!i
dh!i

d cos!K
¼ 3

4
hFTisin2!K þ 3

2
hFLicos2!K: (A8)

From comparison with Eq. (A6) one can read off

hFLi ¼
1

h!i

!
hJ1ci#

1

3
hJ2ci

"
; (A9)

hFTi ¼
2

h!i

!
hJ1si#

1

3
hJ2si

"
; (A10)

where FT þ FL ¼ 1.
In the experimental analyses by the collaborations

Belle [31], BABAR [32], CDF [33], and LHCb [41] the
distribution

1

h!i
dh!i

dcos!‘
¼3

4
hFLið1#cos2!‘Þ

þ3

8
hFTið1þcos2!‘ÞþhAFBicos!‘ (A11)

is at least partially employed. We stress that the latter is
based on [cf. Eqs. (B1)–(B4)]

J1s ¼ 3J2s; J1c ¼ #J2c; (A12)

which is broken by m‘ ! 0 and/or in the presence of S, P,
T, or T5 contributions. Therefore, results for FL based on
Eq. (A11) do not hold in full generality.

Note that in cases where Eq. (A12) holds, such as the
SM with lepton masses neglected, FL ¼ ðjAL

0 j2 þ jAR
0 j2Þ=

! ¼ #J2c=!. Furthermore, hJ2si ¼ 3=16h!ið1# hFLiÞ
and hJ2ci ¼ #3=4h!ihFLi.
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The Jiðq2Þ of Eq. (A1) can be conveniently expressed
within the (SMþ SM0) operator basis with the help of
seven transversity amplitudes, AL;R

0;?;k and At [6]. The op-

erators S require an additional amplitude AS, whereas the
set P can be absorbed into the amplitude At [8]. In the
presence of tensor operators T and T5, six additional
transversity amplitudes Aij need to be introduced, with
ij ¼ fk?; t0; t?; tk; 0?; 0kg; see Appendix C. In the
complete basis ðSMþSM0ÞþðSþPÞþðTþT5Þ we obtain

4

3
J1s¼

ð2þ"2
‘Þ

4
½jAL

?j2þ jAL
k j2þðL!RÞ(

þ4m2
‘

q2
ReðAL

?A
R$
? þAL

kA
R$
k Þþ4"2

‘ðjA0?j2þ jA0kj2Þ

þ4ð4#3"2
‘ÞðjAt?j2þ jAtkj2Þ

þ8
ffiffiffi
2

p m‘ffiffiffiffiffi
q2

p Re½ðAL
k þAR

k ÞA$
tk#ðAL

?þAR
?ÞA$

t?(;

(B1)

4

3
J1c ¼ jAL

0 j2 þ jAR
0 j2 þ

4m2
‘

q2
½jAtj2 þ 2ReðAL

0A
R$
0 Þ(

þ "2
‘jASj2 þ 8ð2# "2

‘ÞjAt0j2 þ 8"2
‘jAk?j2

þ 16
m‘ffiffiffiffiffi
q2

p Re½ðAL
0 þ AR

0 ÞA$
t0(; (B2)

4

3
J2s ¼

"2
‘

4
½jAL

?j2 þ jAL
k j2 þ ðL ! RÞ

# 16ðjAt?j2 þ jAtkj2 þ jA0?j2 þ jA0kj2Þ(; (B3)

4

3
J2c ¼ #"2

‘½jAL
0 j2 þ jAR

0 j2 # 8ðjAt0j2 þ jAk?j2Þ(; (B4)

4

3
J3 ¼

"2
‘

2
½jAL

?j2 # jAL
k j2 þ ðL ! RÞ

þ 16ðjAtkj2 # jAt?j2 þ jA0kj2 # jA0?j2Þ(; (B5)

4

3
J4 ¼

"2
‘ffiffiffi
2

p Re½AL
0A

L$
k þ ðL ! RÞ

# 8
ffiffiffi
2

p
ðAt0A

$
tk þ Ak?A

$
0kÞ(; (B6)

4

3
J5 ¼

ffiffiffi
2

p
"‘Re

#
AL
0A

L$
? # ðL ! RÞ

# 2
ffiffiffi
2

p
AtkA

$
S #

m‘ffiffiffiffiffi
q2

p ð½AL
k þ AR

k (A$
S þ 4

ffiffiffi
2

p
A0kA

$
t

þ 4
ffiffiffi
2

p
½AL

0 # AR
0 (A$

t? # 4½AL
? # AR

?(A$
t0Þ
$
; (B7)
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dh!i
d cos!‘
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þ
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after integration over either all or the remaining two
angles, respectively.

The lepton forward-backward asymmetry AFB can be
written as

hAFBih!i ¼ hJ6siþ
hJ6ci
2

; (A7)

see Eq. (A5). The extraction of J4;5;7;8 has been discussed in
Ref. [7]. For alternative methods to obtain the Ji, see, for
example, Refs. [8,20,39].

The longitudinal K$ polarization fraction FL can model
independently be defined as
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"
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where FT þ FL ¼ 1.
In the experimental analyses by the collaborations

Belle [31], BABAR [32], CDF [33], and LHCb [41] the
distribution
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is at least partially employed. We stress that the latter is
based on [cf. Eqs. (B1)–(B4)]

J1s ¼ 3J2s; J1c ¼ #J2c; (A12)

which is broken by m‘ ! 0 and/or in the presence of S, P,
T, or T5 contributions. Therefore, results for FL based on
Eq. (A11) do not hold in full generality.

Note that in cases where Eq. (A12) holds, such as the
SM with lepton masses neglected, FL ¼ ðjAL

0 j2 þ jAR
0 j2Þ=

! ¼ #J2c=!. Furthermore, hJ2si ¼ 3=16h!ið1# hFLiÞ
and hJ2ci ¼ #3=4h!ihFLi.
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within the (SMþ SM0) operator basis with the help of
seven transversity amplitudes, AL;R

0;?;k and At [6]. The op-

erators S require an additional amplitude AS, whereas the
set P can be absorbed into the amplitude At [8]. In the
presence of tensor operators T and T5, six additional
transversity amplitudes Aij need to be introduced, with
ij ¼ fk?; t0; t?; tk; 0?; 0kg; see Appendix C. In the
complete basis ðSMþSM0ÞþðSþPÞþðTþT5Þ we obtain
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‘jASj2 þ 8ð2# "2

‘ÞjAt0j2 þ 8"2
‘jAk?j2

þ 16
m‘ffiffiffiffiffi
q2

p Re½ðAL
0 þ AR

0 ÞA$
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VII. CONCLUSIONS

We analyze !B ! !K!ð! !K!Þ‘þ‘% and !B ! !K‘þ‘%

decays, ‘ ¼ e, ", at low hadronic recoil in the most
general basis of semileptonic dimension-six effective
couplings. We investigate to which extent the beneficial
features obtained from angular analysis and the OPE in the
SM-like operator basis hold. We find the following:

The transversity observables HðiÞ
T , i ¼ 1, 3, 4, 5 remain

in the general case free of hadronic matrix elements and are

clean tests of the SM and beyond; for Hð2Þ
T this is true

if contributions from scalar operators are ignored
(see Table II).

The form factor ratio f0=fk can be extracted by means of
Eqs. (17) and (41), excluding methods based on J5 if scalar
operators are present. If no chirality-flipped operators con-
tribute, the ratios Eqs. (18) and (19) allow for a short-
distance free extraction of form factor ratios involving
f?. (There is a residual short-distance dependence from
tensor operators, which, however, isMK!=MB suppressed.)

The low recoil relations among the HðiÞ
T and J7;8;9 ¼ 0

receive corrections from both NP (see Table I) and con-
tributions beyond the leading order OPE Eq. (1), as given
in Eq. (76) and discussed in Sec. VI. Our analysis shows
that with the present j"Bj ¼ j"Sj ¼ 1 constraints J7 has
model independently the highest sensitivity to the latter
corrections at the percent level, before a potential NP

background kicks in. The sensitivity in jHð1Þ
T j ¼ 1 to

OPE corrections becomes comparable or better if tensor
operators are ignored. The interplay of constraints will

evolve with future rare decay measurements, and the actual
sensitivity to the OPE can increase.
The observables J8;9 are sensitive to CP violating tensor

and chirality-flipped contributions. We suggest to explore

such scenarios with the observables Hð4;5Þ
T and the respec-

tive CP- and T-odd CP asymmetry að4ÞCP, all of which
vanish in the SM-like basis. Further null tests are the ratios
Eq. (36). Note that one of the latter, J9=J6s ¼ Aim=AFB, has
already been experimentally accessed [29].
Our findings are of direct use to the high statistics studies

at the LHC(b) experiments and forthcoming high luminos-
ity flavor factories. We look forward to this application and
future data.
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APPENDIX A: ANGULAR DISTRIBUTION

The differential decay rate of !B ! !K!ð! !K!Þ‘þ‘% can,
after summing over the lepton spins, assuming an on-shell
!K! of narrow width, and integrating over the !K!-invariant
mass, be written as

8!

3

d4#

dq2d cos#‘d cos#Kd$
¼ ðJ1s þ J2s cos2#‘ þ J6s cos#‘Þsin2#K þ ðJ1c þ J2c cos2#‘ þ J6c cos#‘Þcos2#K

þ ðJ3 cos2$þ J9 sin2$Þsin2#Ksin2#‘ þ ðJ4 cos$þ J8 sin$Þ sin2#K sin2#‘

þ ðJ5 cos$þ J7 sin$Þ sin2#K sin#‘; (A1)

with 12 angular coefficients Ji ¼ Jiðq2Þ times the angular
dependence. The angles are defined as (i) the angle #‘
between ‘% and !B in the ð‘þ‘%Þ center of mass system
(cms), (ii) the angle #K between K% and !B in the ðK%!þÞ
cms, and (iii) the angle $ between the two decay planes
spanned by the 3-momenta of the ðK%!þÞ and ð‘þ‘%Þ
systems, respectively, [6–8,16].

Within the (SMþ SM0) operator basis holds J6c ¼ 0. A
nonvanishing J6c arises only from interference between the
operator sets (SMþ SM0) and S [8], (SMþ SM0) and T,
and P and T [21]. The explicit expressions of the Ji are
given in Appendix B.

We denote by

hJii ¼
Z q2max

q2min

dq2Jiðq2Þ (A2)

q2-integrated angular observables Ji in bins between q2min
and q2max. For composite observables X we use hXi ¼
XðhJiiÞ. We assume in the following that an S-wave back-
ground from !K! around the K!ð892Þ mass has been
removed as discussed in Sec. VI B.
Starting from the q2-integrated decay distribution

d3h#i=d cos#‘d cos#Kd$, one obtains the integrated decay
rate and the three single-angular differential distributions

h#i ¼ 2hJ1siþ hJ1ci%
1

3
ð2hJ2siþ hJ2ciÞ; (A3)

dh#i
d$

¼ h#i
2!

þ 2

3!
hJ3i cos2$þ 2

3!
hJ9i sin2$; (A4)
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BB→K* →K* μμ++μμ-- at LHCb at LHCb  
Decay described in three angles (θl, θK, φ) and dimuon mass q2

Fit to θl, θK, φ and q2 to extract the interesting parameters

Forward-backward asymmetry S6 = 4/3 AFB

Transverse asymmetry S3 = (1-FL)AT
2 

Fraction of longitudinal K* polarization FL

CP asymmetry S9 

JHEP 08 (2013) 131

Altmannshofer et al. 
[JHEP 01 (2009) 019
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P'P'55 anomaly anomaly
LHCb also measured
  

which are quite free from form-factor uncertainties [Decotes-Genon et al. JHEP 05 
(2013) 137]

Local discrepancy in P'5 at 3.7σ (probability that at least one bin varies by this 
much is 0.5%

PRL 111 191801 (2013)PRL 111 191801 (2013)

The rare decay B0 ! K⇤0µ+µ�, where K⇤0

indicates the K⇤(892)0 ! K+⇡� decay, is a
flavor-changing neutral current process that
proceeds via loop and box amplitudes in the
Standard Model (SM). In extensions of the SM,
contributions from new particles can enter in
competing amplitudes and modify the angular
distributions of the decay products. This decay
has been widely studied from both theoreti-
cal [1–3] and experimental [4–7] perspectives.
Its angular distribution is described by three
angles (✓

`

, ✓
K

and �) and the dimuon invariant

mass squared, q2; ✓
`

is the angle between the
flight direction of the µ+ (µ�) and the B0 (B0)
meson in the dimuon rest frame; ✓

K

is the an-
gle between the flight direction of the charged
kaon and the B0 (B0) meson in the K⇤0 (K⇤0)
rest frame; and � is the angle between the de-
cay planes of the K⇤0 (K⇤0) and the dimuon
system in the B0 (B0) meson rest frame. A
formal definition of the angles can be found
in Ref. [7]. Using the definitions of Ref. [1]
and summing over B0 and B0 mesons, the dif-
ferential angular distribution can be written
as

1

d�/dq2
d4�

d cos ✓
`

d cos ✓
K

d� dq2
=

9

32⇡


3

4
(1� FL) sin

2 ✓
K

+ FL cos
2 ✓

K

+
1

4
(1� FL) sin

2 ✓
K

cos 2✓
`

� FL cos
2 ✓

K

cos 2✓
`

+ S3 sin
2 ✓

K

sin2 ✓
`

cos 2�

+ S4 sin 2✓K sin 2✓
`

cos� + S5 sin 2✓K sin ✓
`

cos�

+ S6 sin
2 ✓

K

cos ✓
`

+ S7 sin 2✓K sin ✓
`

sin�

+ S8 sin 2✓K sin 2✓
`

sin�+ S9 sin
2 ✓

K

sin2 ✓
`

sin 2�
i
,

(1)

where the q2 dependent observables FL and
S
i

are bilinear combinations of the K⇤0 decay
amplitudes. These in turn are functions of
the Wilson coe�cients, which contain infor-
mation about short distance e↵ects and are
sensitive to physics beyond the SM, and form-
factors, which depend on long distance e↵ects.
Combinations of FL and S

i

with reduced form-
factor uncertainties have been proposed inde-
pendently by several authors [2, 3, 8–10]. In
particular, in the large recoil limit (low-q2) the
observables denoted as P 0

4, P
0
5, P

0
6 and P 0

8 [11]
are largely free from form-factor uncertainties.
These observables are defined as

P 0
i=4,5,6,8 =

S
j=4,5,7,8p

FL(1� FL)
. (2)

This Letter presents the measurement of the
observables S

j

and the respective observables
P 0
i

. This is the first measurement of these quan-
tities by any experiment. Moreover, these ob-
servables provide complementary information
about physics beyond the SM with respect to
the angular observables previously measured in
this decay [4–7]. The data sample analyzed cor-
responds to an integrated luminosity of 1.0 fb�1

of pp collisions at a center-of-mass energy of 7
TeV collected by the LHCb experiment in 2011.
Charged conjugation is implied throughout this
Letter, unless otherwise stated.
The LHCb detector [12] is a single-arm for-

ward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, designed for the study of

1
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P'P'55 anomaly anomaly

Many theoretical papers to understand data

Altmannshofer & Straub perform a global 
analysis and find discrepancies at the level of 
3σ. Data best described by modified C9, by 
introducing a  flavour-changing Z' boson at 
O(1TeV or higher). [EPJC 73 2646 (2013), Gaul, 
Goertz & Haisch, JHEP 01 (2014) 069]

Data could be also explained by floating form-
factor uncertainties. In this way the 
discrepancy can be reduced to ≈ 2σ. [Jaeger & 
Camalich, JHEP 05 (2013) 043]

Lattice QCD predictions + measurements in 
related channels can help clarify the situation
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BÆ Xl�l� @LHC, Belle, BaBar, CDF�
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&&&&&&&&&Reference&theory&of&produc;on&&&polariza;on&of&quarkonia&&&
NRQCD$:$effec*ve$field$theory$that$treats$$
heavy$quarkonia$as$nonFrela*vis*c$systems.$
Inclusive$quarkonium$produc*on$can$be$
factorized$in$two$dis*nct$steps:$

StepF1:$$$$$$$$$produc*on$in$the$
regime$of$perturba*ve$QCD$

QQ

Inclusive$xsec*on$for$producing$quarkonium$(H)$with$enough$large$momentum$transfer$pT/:$

σ A+B→H + X( ) = σ A+B→ QQ"# $%n + X( )
n
∑ ⋅P QQ"# $%n →H( )   ,   n =2S+1 LJ

[C ]

NRQCD$predicts$the$existence$of$intermediate$CO$states$in$nature,$that$subsequently$$
evolve$into$physical$colorFsinglet$quarkonia$by$nonFperturba*ve$emission$of$sop$gluons.$$

StepF2:$forma*on$of$a$bound$
state$driven$by$nonFpert.$QCD$

Theore*cal$predic*ons$are$organized$as$double$expansions$in$αS$and$ν.$
Trunca*on$of$ν6expansion$for$S6wave/states$in$NRQCD$includes$4$terms:$

Color$Singlet$(CS)$term$

3$Color$Octet$(CO)$terms$

v =υ c <<1

LongFdistance$matrix$
$elements$(LDMEs)$

rela*ve$relevance$given$by$&&&&&&&&&&&&&&&&&&&&&&&(scaling&rules)&

determined&from&fits&&
to$experimental$data&

Recent$developments$to$explain$produc*on$Xsec*ons$&$polariza*on$get$reasonable$agreement$with$
data$excluding$data$at$low$pT/:$unpolarized&CO&contribu;on&dominates&the&produc;on$
[PLB$737$(2014)$98$(dataFdriven$approach)]$$[PRL$113$(2014)$022001$(leadingFpower$fragm.$formalism)]$

LLWI&2015& Leonardo&Cristella& 11&/&15&

ShortFdistance$$
coefficients$(SDCs)$

calculated$by$perturba*ve$QCD$(expansions$in$αS/)$
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Polariza;on&of&SWwave&states&&&
The$polariza*on$of$a$vector$meson$decaying$into$a$lepton$pair$is$reflected$in$the$
leptons’$angular$distribu*ons.$The$most$general$2D$angular$distribu*on$W$for$the$
dileptons$is$specified$by$3$polariza*on$parameters$$$$$$$$$$$$$$$$$$$$$$:$$$λθ ,  λφ,  λθφ

W ≡
d 2N

d(cosθ )dφ
∝

1
3+λθ

1+λθ cos
2θ +λφ sin

2θ cos2φ +λθφ sin2θ cosφ( )

Two$extreme$angular$$
decay$distribu*ons:$$

Transverse$Pol.$
Longitudinal$Pol.$

λθ = +1
λθ = −1

(λφ = 0,  λθφ = 0)

Each$CS$and$CO$term$has$a$specific$polariza*on;$@NLO,$in$HX$

All$LHC$results$compa*ble$with$each$other:$the$polariza*ons$cluster$around$the$unpolarized$limit$
Thus$the$dominant$produc*on$mechanism$must$be$CO$ (λθ = 0,  λφ = 0,  λθφ = 0)1S0

[8]

CS  3S1
[1] :  λθ = −1 [longitudinal]

CO 1S0
[8] :   λθ = 0 [isotropic]

CO 3S1
[8] :   λθ = +1 (@ high pT )  [transverse]

where$$$$$$$$$$$$for$$$$$$$$$$$$in$meson$rest$frame$$θ &φ
p(+ )

The$choice$of$a$polariza*on$frame$that$is$not$unique:$there$are$3$conven*onal$frames:$HX,$CS,$PX.$

λθ λθ

PLB&727,&382&(2013)&& PRL&110&(2013)&011802&

FEEDWDOWN&FREE& ψ(2S) ϒ(3S)
If$the$$$$$$$term$becomes$dominant$
@higher$pT/M,$the$quarkonia$@$
high$pT$should$be$transversely$$
polarized:$need$analysis$with$2012$
data$and$with$RunFII$data$!$Test$if$$
this$hierarchy$among$CO$contribuF$
*ons$holds$also$for$PFwave$states$!$$$

3S1
[8]
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• Unless the full angular distribution is measured, two very different 

physical cases are indistinguishable.

Full angular decay distribution

• Two extreme angular decay distributions

12Ilse Krätschmer (Hephy Vienna)4. Jan. 2012

Frame Independent Parameter

• Define frame invariant parameters such as ! from the full 
angular distribution of a given frame
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Figure 1. The J/ ⇡+⇡� invariant-mass spectrum for 10 < pT < 50GeV and |y| < 1.2. The lines
represent the signal-plus-background fits (solid), the background-only (dashed), and the signal-only
(dotted) components. The inset shows an enlargement of the X(3872) mass region.

quantum numbers JPC = 1++, corresponding to those favoured for the X(3872) [5, 19].

Simulated events for prompt production are used as the baseline. Events with B-hadron

decays are simulated and used in the X(3872) nonprompt-fraction measurement. The

X(3872) ! J/ ⇡+⇡� decay is generated with an intermediate ⇢0 resonance, as suggested

by previous measurements [7, 20] and confirmed in this analysis (section 7). In evtgen a

two-body phase-space decay is used for the X(3872) ! J/ ⇢0 decay, and the ⇢0 decay to a

pair of pions is generated with decay-angle distributions reflecting their respective spins. A

nonresonant X(3872) ! J/ ⇡+⇡� decay is also considered using the evtgen model for the

 (2S) ! J/ ⇡+⇡� decay. The study of systematic uncertainties uses a version of pythia

that includes colour-octet contributions with NRQCD matrix elements, as determined from

CDF data [21, 22].

Large samples of simulated events are produced separately for the X(3872) and  (2S)

resonances, both for prompt production and nonprompt production in B-hadron decays.

The response of the detector is simulated in detail using Geant4 [23]. The simulated

samples are processed through the trigger emulation and event reconstruction of the CMS

experiment, without taking into account other pp collisions in the same bunch crossing

(pileup) since the analysis is not sensitive to it, as discussed in section 4.

4 Measurement of the cross section ratio

The ratio of the cross section times the J/ ⇡+⇡� branching fraction is obtained from the

measured numbers of signal events for X(3872) and  (2S), N
X(3872)

and N
 (2S)

, correcting
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Figure 1. The J/ ⇡+⇡� invariant-mass spectrum for 10 < pT < 50GeV and |y| < 1.2. The lines
represent the signal-plus-background fits (solid), the background-only (dashed), and the signal-only
(dotted) components. The inset shows an enlargement of the X(3872) mass region.

quantum numbers JPC = 1++, corresponding to those favoured for the X(3872) [5, 19].

Simulated events for prompt production are used as the baseline. Events with B-hadron

decays are simulated and used in the X(3872) nonprompt-fraction measurement. The

X(3872) ! J/ ⇡+⇡� decay is generated with an intermediate ⇢0 resonance, as suggested

by previous measurements [7, 20] and confirmed in this analysis (section 7). In evtgen a

two-body phase-space decay is used for the X(3872) ! J/ ⇢0 decay, and the ⇢0 decay to a

pair of pions is generated with decay-angle distributions reflecting their respective spins. A

nonresonant X(3872) ! J/ ⇡+⇡� decay is also considered using the evtgen model for the

 (2S) ! J/ ⇡+⇡� decay. The study of systematic uncertainties uses a version of pythia

that includes colour-octet contributions with NRQCD matrix elements, as determined from

CDF data [21, 22].

Large samples of simulated events are produced separately for the X(3872) and  (2S)

resonances, both for prompt production and nonprompt production in B-hadron decays.

The response of the detector is simulated in detail using Geant4 [23]. The simulated

samples are processed through the trigger emulation and event reconstruction of the CMS

experiment, without taking into account other pp collisions in the same bunch crossing

(pileup) since the analysis is not sensitive to it, as discussed in section 4.

4 Measurement of the cross section ratio

The ratio of the cross section times the J/ ⇡+⇡� branching fraction is obtained from the

measured numbers of signal events for X(3872) and  (2S), N
X(3872)

and N
 (2S)

, correcting
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Figure 5. Measured X(3872) nonprompt fraction, uncorrected for acceptance, as a function of pT.
The inner error bars indicate the statistical uncertainty and the outer error bars represent the total
uncertainty. The data points are placed at the centre of each pT bin.

6 Determination of the prompt X(3872) production cross section

The cross section times branching fraction for prompt X(3872) production is determined

from the measurement of the cross section ratio and the nonprompt fraction, described

above, combined with a previous result of the prompt  (2S) cross section [12]. The latter

measurement was performed using the  (2S) ! µ+µ� decay mode and provides results as

a function of transverse momentum up to 30GeV and for the rapidity range |y| < 1.2. The

prompt X(3872) cross section times branching fraction into J/ ⇡+⇡� is given by

�prompt

X(3872)

· B(X(3872) ! J/ ⇡+⇡�) =

1�fB

X(3872)

1�fB

 (2S)

·R ·
⇣
�prompt

 (2S)

· B( (2S) ! µ+µ�)
⌘
· B( (2S) ! J/ ⇡+⇡�)

B( (2S) ! µ+µ�)
,

where �prompt

 (2S)

· B( (2S) ! µ+µ�) is the measured prompt  (2S) cross section times

 (2S) ! µ+µ� branching fraction [12], R is the cross section ratio reported in section 4 ,

and fB

X(3872)

and fB

 (2S)

are the nonprompt fractions for X(3872) and  (2S), respectively.

In the calculation, the branching fraction B( (2S) ! J/ ⇡+⇡�) is taken from ref. [14], and

B( (2S) ! µ+µ�) is taken to be equal to the more precisely known B( (2S) ! e+e�) [14].

The corresponding di↵erential cross section for prompt X(3872) production times the

branching fraction to J/ ⇡+⇡� as a function of transverse momentum, in the rapidity

region |y| < 1.2, is listed in table 7 and shown in figure 6. No cancellation of systematic

uncertainties is assumed in the combination. The main sources of systematic uncertainty

are related to the measurement of the ratio R and the background lifetime fit in the

measurement of the prompt  (2S) cross section [12]. A calculation of the predicted
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p
T

(GeV) d�prompt

X(3872)

/dp
T

· B(X(3872) ! J/ ⇡+⇡�) (nb/GeV)

10–13.5 0.211 ± 0.034 ± 0.035

13.5–15 0.081 ± 0.013 ± 0.010

15–18 0.0390± 0.0054± 0.0042

18–30 0.0068± 0.0009± 0.0009

Table 7. Prompt X(3872) di↵erential cross section times branching fraction B(X(3872) !
J/ ⇡+⇡�) as a function of transverse momentum of the J/ ⇡+⇡� system. The uncertainties shown
are statistical and systematic, respectively.

) [GeV]-p +p y(J/
T

p
10 15 20 25 30

 [n
b/

G
eV

]
B ◊ 

T
 /d

p
X

(3
87

2)
pr

om
pt

s
 d

-210

-110

1

|y| < 1.2

 = 7 TeVsCMS   
-1L = 4.8 fb

LO NRQCD 
LO NRQCD uncertainty

Figure 6. Measured di↵erential cross section for prompt X(3872) production times branching
fraction B(X(3872) ! J/ ⇡+⇡�) as a function of pT. The inner error bars indicate the statistical
uncertainty and the outer error bars represent the total uncertainty. Predictions from a NRQCD
model [11] are shown by the solid line, with the dotted lines representing the uncertainty. The
data points are placed where the value of the theoretical prediction is equal to its mean value over
each bin, according to the prescription in [28].

di↵erential cross section for prompt X(3872) production in pp collisions at
p
s = 7TeV has

been made using the NRQCD factorization formalism, assuming the X(3872) is formed

from a cc pair with negligible relative momentum [11]. This calculation is normalized

using Tevatron measurements [9, 27] with the statistical uncertainty obtained from the

experimental input data. The predictions from ref. [11] were modified by the authors to

match the phase-space of the measurement presented in this paper. Comparisons of this

prediction with the data, in figure 6, demonstrates that, while the shape is reasonably

well described, the predicted cross section is much larger than observed in data.

The integrated prompt X(3872) cross section times branching fraction for the kinematic

region 10 < p
T

< 30GeV and |y| < 1.2 is also determined. In this kinematic region, the

ratio of cross section times branching fraction for X(3872) and  (2S) is R = 0.0682 ±

– 15 –

Results (√s = 7 TeV)                                                                                     JHEP 04 (2013) 154

Unpolarized JPC = 1++ state assumed.
Fraction of X(3872) coming from b hadrons (NP) is 0.263 ± 0.023  ± 0.016.
No pT dependence of NP (or P) fraction.
NRQCD predictions (assuming cc ̅) for P fraction is evidently off.
R  = 0.0656 ± 0.0029 ± 0.0065, where
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Dataset p
T

(GeV) N
X(3872)

N
 (2S)

✏ (2S)

✏X(3872)

A (2S)·✏ (2S)

AX(3872)·✏X(3872)

2011a 10–13.5 1850 ± 200 25 450 ± 330 1.055 ± 0.011 0.999 ± 0.025

2011a+b 13.5–15 1700 ± 170 24 130 ± 440 1.032 ± 0.014 0.951 ± 0.025

2011a+b 15–18 2770 ± 210 39 450 ± 470 1.031 ± 0.011 0.979 ± 0.020

2011a+b 18–30 3360 ± 230 56 920 ± 510 1.035 ± 0.011 1.019 ± 0.018

2011a+b 30–50 860 ± 140 12 130 ± 230 1.052 ± 0.037 1.103 ± 0.056

2011a+b 10–50 11 910 ± 490 178 540 ± 850 1.040 ± 0.006 0.984 ± 0.017

Table 1. Measured numbers of signal events, NX(3872) andN (2S), and the ratios of the X(3872) and
 (2S) e�ciencies (✏) and acceptances (A) as a function of the J/ ⇡+⇡� pT. For the first transverse
momentum bin only the data from period 2011a are included. All uncertainties are statistical only.

for the e�ciency (✏) and acceptance (A) estimated from simulations, according to

R =
�(pp ! X(3872) + anything) · B(X(3872) ! J/ ⇡+⇡�)

�(pp !  (2S) + anything) · B( (2S) ! J/ ⇡+⇡�)
=

N
X(3872)

·A
 (2S)

· ✏
 (2S)

N
 (2S)

·A
X(3872)

· ✏
X(3872)

.

(4.1)

The acceptance corrections account for the kinematic reach of the dimuon trigger and

the angular acceptance of the CMS detector. These corrections depend on assumptions

about the angular distribution of the final-state muon and pion pairs. To minimize the

e↵ect of these assumptions, the measurement is also presented as a “fiducial” cross section

ratio, defined as

R
fiducial

=
N

X(3872)

· ✏
 (2S)

N
 (2S)

· ✏
X(3872)

, (4.2)

within a phase-space window with the following kinematic requirements on the muons,

dimuons, and pions: muons with p
T

(µ) > 4GeV for |⌘(µ)| < 1.2 and p
T

(µ) > 3.3GeV

for 1.2 < |⌘(µ)| < 2.4; p
T

(µ+µ�) > 7GeV and |y(µ+µ�)| < 1.25 for the dimuons; each

pion with transverse momentum greater than 600MeV and a distance with respect to the

dimuon �R < 0.55.

The signal yields are determined from unbinned maximum-likelihood fits to the

invariant-mass spectra of the J/ ⇡+⇡� system, separately for the X(3872) and  (2S),

in the mass windows 3.75–4GeV and 3.6–3.8GeV, respectively, and in five bins of p
T

with

edges: 10, 13.5, 15, 18, 30, and 50GeV. Following the evolution of the trigger thresholds

with time, the first bin in transverse momentum, 10–13.5GeV, includes only data from the

period 2011a, while for p
T

bins above 13.5GeV, the full dataset (2011a+2011b) is used.

The inclusive signal yield for p
T

between 10 and 50GeV is determined by combining the

first p
T

bin from 2011a, weighted to account for luminosity and trigger di↵erences, with

the remaining bins from the full dataset.

In the fits, the  (2S) resonance shape is parametrized using two Gaussian functions

with a common mean, while a single Gaussian is used for the X(3872) signal. The

nonresonant background is fitted with a second-order Chebyshev polynomial. The free

parameters in the fit are the signal and background yields, the mass and widths of
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mass bins, a convolution of an exponential and an error functions is used, with a turn-on

value constrained to be close to the kinematic limit for each m(⇡+⇡�) bin. These variations

yield maximal variations of the yields by 10–20%, and constitute the dominant systematic

uncertainty in the measurement of the dipion invariant-mass distribution.

8 Summary

The X(3872) production cross section has been measured in pp collision at
p
s = 7TeV,

with data collected by the CMS experiment, corresponding to an integrated luminosity

of 4.8 fb�1. The measurement makes use of the decays of the X(3872) and  (2S) states

into J/ ⇡+⇡�, with subsequent decay of the J/ into two muons. The ratio of the

inclusive cross section times branching fraction of the X(3872) and  (2S) in the kinematic

region 10 < p
T

< 50GeV and |y| < 1.2 is R = 0.0656 ± 0.0029 (stat.) ± 0.0065 (syst.).

When restricted to the measured phase-space of the muon and pion pairs, the ratio

is R
fiducial

= 0.0694 ± 0.0029 (stat.) ± 0.0036 (syst.). These ratios show no significant

dependence on the transverse momentum of the J/ ⇡+⇡� system. The results have

been obtained with the assumption that the X(3872) has quantum numbers JPC = 1++

and that both the X(3872) and the  (2S) are unpolarized. Variations of the results

for di↵erent polarization assumptions have also been reported. The fraction of X(3872)

originating from B-hadron decays is 0.263 ± 0.023 (stat.) ± 0.016 (syst.), again assuming

the X(3872) is unpolarized. No significant dependence on transverse momentum is

found. From these measurements, the cross section for prompt X(3872) production

times branching fraction into J/ ⇡+⇡� has been extracted, using a previous CMS

measurement of the cross section for prompt  (2S) production. A value of �prompt(pp !
X(3872) + anything) · B(X(3872) ! J/ ⇡+⇡�) = 1.06 ± 0.11 (stat.) ± 0.15 (syst.) nb is

found for the kinematic range 10 < p
T

< 30GeV and |y| < 1.2. This result is also made

under the assumption that the X(3872) and  (2S) states are unpolarized. The NRQCD

predictions for prompt X(3872) production at the LHC significantly exceed the measured

value, while the p
T

dependence is reasonably well described. The measured dipion mass

spectrum for X(3872) ! J/ ⇡+⇡� clearly favours the presence of an intermediate ⇢0 state.
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Figure 18.1.1. Energy levels of bottomonium (upper plot)
and charmonium (lower plot) as known at the end of the B
Factory era. “Established” states are those predicted in the
theory and whose measured properties are in agreement with
predictions. “New states” are unpredicted and/or their mea-
sured properties are di�cult to accommodate in the theory. In
the last column we list states with unknown quantum numbers,
and the charged quarkonium-like resonances.

Spin, P or C are often determined from the selection rules
both of the production and the decay mechanism. When
this is not the case, or if they cannot unambiguously fix `
and s, a quarkonium state assignment can be tried rely-
ing on theoretical predictions for the mass, width, decay
channels, or production mechanisms.

From its non-relativistic nature some specific features
of the quarkonium spectrum can be derived. The sepa-
ration between levels of di↵erent n and same l typically

scales like mv2; the spin separation between pseudoscalar
mesons n 1S0(0�+) and vector mesons n 3S1(1��), called
hyperfine splitting, scales like mv4; the spin separation
between states within the same ` 6= 0 and S multiplets
(e.g. the splittings in the 1 3Pj multiplet �c(1P ) in char-
monium), called fine splitting, scales like mv4; and the hy-
perfine separation between the spin-singlet state 1P1 and
the spin-averaged triplet state h3Pji, which again scales
like mv4.

The fact that all splittings are much smaller than the
masses implies that all the dynamical scales of the bound
state, such as the kinetic energy or the momentum of
the heavy quarks, are small compared to the quark mass.
Therefore, the heavy quarkonia are to a good approxima-
tion non-relativistic systems. For further discussion of the
various energy scales relevant for quarkonium system, see
Section 18.1.3.

Another important feature of the spectrum is the
presence of an “open flavor threshold” (open charm, or
open bottom), where a quarkonium state can undergo
strong decay to a pair of mesons carrying the correspond-
ing quark flavor. States above threshold are considerably
wider than states below. Excited states below threshold
decay either by strong interactions or electromagnetically
into lower-lying states; the ground states finally decay by
an annihilation process of the heavy quark-antiquark pair.
This annihilation is controlled by powers of the strong cou-
pling constant evaluated at the quark mass, which gives a
large suppression factor, resulting in a small width.

18.1.2 Potential models

To make quantitative predictions of masses and for the
the full and partial widths of charmonium states, one has
to resort to theory. For many years a phenomenological
approach, based on both non-relativistic and relativistic
potential model, has been used. Non-relativistic potential
models are justified by the fact that the bottom and, to
a lesser extent, the charm masses are large in comparison
to ⇤QCD, the typical hadronic scale. Hence a quantum
mechanical description of the system based on two heavy
quarks interacting through a suitable potential appears
reasonable. In this approach, the quarks are located in
a potential V (r) and the charmonium wave function can
be found as a solution of the stationary non-relativistic
Schrödinger equation. The potential is usually chosen such
that at short distances it coincides with the QCD one-
gluon exchange Coulomb potential � 4

3↵S/r, and at long
distances it incorporates confinement by for example in-
cluding a linearly rising term. Since relativistic e↵ects ap-
pear to be sizable for some states, di↵erent models in-
corporate relativistic kinematics appropriately matched
to their confinement features. Di↵erent models of quark
confinement may result in di↵erent classes of relativis-
tic corrections. For states close to and beyond the two
heavy-light meson threshold, potential models have to be
complemented with extra degrees of freedom in order to
account for possible mixing e↵ects. Hybrid states which
are expected from QCD are also incorporated by hand.
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Figure 18.1.1. Energy levels of bottomonium (upper plot)
and charmonium (lower plot) as known at the end of the B
Factory era. “Established” states are those predicted in the
theory and whose measured properties are in agreement with
predictions. “New states” are unpredicted and/or their mea-
sured properties are di�cult to accommodate in the theory. In
the last column we list states with unknown quantum numbers,
and the charged quarkonium-like resonances.

Spin, P or C are often determined from the selection rules
both of the production and the decay mechanism. When
this is not the case, or if they cannot unambiguously fix `
and s, a quarkonium state assignment can be tried rely-
ing on theoretical predictions for the mass, width, decay
channels, or production mechanisms.

From its non-relativistic nature some specific features
of the quarkonium spectrum can be derived. The sepa-
ration between levels of di↵erent n and same l typically

scales like mv2; the spin separation between pseudoscalar
mesons n 1S0(0�+) and vector mesons n 3S1(1��), called
hyperfine splitting, scales like mv4; the spin separation
between states within the same ` 6= 0 and S multiplets
(e.g. the splittings in the 1 3Pj multiplet �c(1P ) in char-
monium), called fine splitting, scales like mv4; and the hy-
perfine separation between the spin-singlet state 1P1 and
the spin-averaged triplet state h3Pji, which again scales
like mv4.

The fact that all splittings are much smaller than the
masses implies that all the dynamical scales of the bound
state, such as the kinetic energy or the momentum of
the heavy quarks, are small compared to the quark mass.
Therefore, the heavy quarkonia are to a good approxima-
tion non-relativistic systems. For further discussion of the
various energy scales relevant for quarkonium system, see
Section 18.1.3.

Another important feature of the spectrum is the
presence of an “open flavor threshold” (open charm, or
open bottom), where a quarkonium state can undergo
strong decay to a pair of mesons carrying the correspond-
ing quark flavor. States above threshold are considerably
wider than states below. Excited states below threshold
decay either by strong interactions or electromagnetically
into lower-lying states; the ground states finally decay by
an annihilation process of the heavy quark-antiquark pair.
This annihilation is controlled by powers of the strong cou-
pling constant evaluated at the quark mass, which gives a
large suppression factor, resulting in a small width.

18.1.2 Potential models

To make quantitative predictions of masses and for the
the full and partial widths of charmonium states, one has
to resort to theory. For many years a phenomenological
approach, based on both non-relativistic and relativistic
potential model, has been used. Non-relativistic potential
models are justified by the fact that the bottom and, to
a lesser extent, the charm masses are large in comparison
to ⇤QCD, the typical hadronic scale. Hence a quantum
mechanical description of the system based on two heavy
quarks interacting through a suitable potential appears
reasonable. In this approach, the quarks are located in
a potential V (r) and the charmonium wave function can
be found as a solution of the stationary non-relativistic
Schrödinger equation. The potential is usually chosen such
that at short distances it coincides with the QCD one-
gluon exchange Coulomb potential � 4

3↵S/r, and at long
distances it incorporates confinement by for example in-
cluding a linearly rising term. Since relativistic e↵ects ap-
pear to be sizable for some states, di↵erent models in-
corporate relativistic kinematics appropriately matched
to their confinement features. Di↵erent models of quark
confinement may result in di↵erent classes of relativis-
tic corrections. For states close to and beyond the two
heavy-light meson threshold, potential models have to be
complemented with extra degrees of freedom in order to
account for possible mixing e↵ects. Hybrid states which
are expected from QCD are also incorporated by hand.
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Figure 18.1.1. Energy levels of bottomonium (upper plot)
and charmonium (lower plot) as known at the end of the B
Factory era. “Established” states are those predicted in the
theory and whose measured properties are in agreement with
predictions. “New states” are unpredicted and/or their mea-
sured properties are di�cult to accommodate in the theory. In
the last column we list states with unknown quantum numbers,
and the charged quarkonium-like resonances.

Spin, P or C are often determined from the selection rules
both of the production and the decay mechanism. When
this is not the case, or if they cannot unambiguously fix `
and s, a quarkonium state assignment can be tried rely-
ing on theoretical predictions for the mass, width, decay
channels, or production mechanisms.

From its non-relativistic nature some specific features
of the quarkonium spectrum can be derived. The sepa-
ration between levels of di↵erent n and same l typically

scales like mv2; the spin separation between pseudoscalar
mesons n 1S0(0�+) and vector mesons n 3S1(1��), called
hyperfine splitting, scales like mv4; the spin separation
between states within the same ` 6= 0 and S multiplets
(e.g. the splittings in the 1 3Pj multiplet �c(1P ) in char-
monium), called fine splitting, scales like mv4; and the hy-
perfine separation between the spin-singlet state 1P1 and
the spin-averaged triplet state h3Pji, which again scales
like mv4.

The fact that all splittings are much smaller than the
masses implies that all the dynamical scales of the bound
state, such as the kinetic energy or the momentum of
the heavy quarks, are small compared to the quark mass.
Therefore, the heavy quarkonia are to a good approxima-
tion non-relativistic systems. For further discussion of the
various energy scales relevant for quarkonium system, see
Section 18.1.3.

Another important feature of the spectrum is the
presence of an “open flavor threshold” (open charm, or
open bottom), where a quarkonium state can undergo
strong decay to a pair of mesons carrying the correspond-
ing quark flavor. States above threshold are considerably
wider than states below. Excited states below threshold
decay either by strong interactions or electromagnetically
into lower-lying states; the ground states finally decay by
an annihilation process of the heavy quark-antiquark pair.
This annihilation is controlled by powers of the strong cou-
pling constant evaluated at the quark mass, which gives a
large suppression factor, resulting in a small width.

18.1.2 Potential models

To make quantitative predictions of masses and for the
the full and partial widths of charmonium states, one has
to resort to theory. For many years a phenomenological
approach, based on both non-relativistic and relativistic
potential model, has been used. Non-relativistic potential
models are justified by the fact that the bottom and, to
a lesser extent, the charm masses are large in comparison
to ⇤QCD, the typical hadronic scale. Hence a quantum
mechanical description of the system based on two heavy
quarks interacting through a suitable potential appears
reasonable. In this approach, the quarks are located in
a potential V (r) and the charmonium wave function can
be found as a solution of the stationary non-relativistic
Schrödinger equation. The potential is usually chosen such
that at short distances it coincides with the QCD one-
gluon exchange Coulomb potential � 4

3↵S/r, and at long
distances it incorporates confinement by for example in-
cluding a linearly rising term. Since relativistic e↵ects ap-
pear to be sizable for some states, di↵erent models in-
corporate relativistic kinematics appropriately matched
to their confinement features. Di↵erent models of quark
confinement may result in di↵erent classes of relativis-
tic corrections. For states close to and beyond the two
heavy-light meson threshold, potential models have to be
complemented with extra degrees of freedom in order to
account for possible mixing e↵ects. Hybrid states which
are expected from QCD are also incorporated by hand.
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Figure 18.1.1. Energy levels of bottomonium (upper plot)
and charmonium (lower plot) as known at the end of the B
Factory era. “Established” states are those predicted in the
theory and whose measured properties are in agreement with
predictions. “New states” are unpredicted and/or their mea-
sured properties are di�cult to accommodate in the theory. In
the last column we list states with unknown quantum numbers,
and the charged quarkonium-like resonances.

Spin, P or C are often determined from the selection rules
both of the production and the decay mechanism. When
this is not the case, or if they cannot unambiguously fix `
and s, a quarkonium state assignment can be tried rely-
ing on theoretical predictions for the mass, width, decay
channels, or production mechanisms.

From its non-relativistic nature some specific features
of the quarkonium spectrum can be derived. The sepa-
ration between levels of di↵erent n and same l typically

scales like mv2; the spin separation between pseudoscalar
mesons n 1S0(0�+) and vector mesons n 3S1(1��), called
hyperfine splitting, scales like mv4; the spin separation
between states within the same ` 6= 0 and S multiplets
(e.g. the splittings in the 1 3Pj multiplet �c(1P ) in char-
monium), called fine splitting, scales like mv4; and the hy-
perfine separation between the spin-singlet state 1P1 and
the spin-averaged triplet state h3Pji, which again scales
like mv4.

The fact that all splittings are much smaller than the
masses implies that all the dynamical scales of the bound
state, such as the kinetic energy or the momentum of
the heavy quarks, are small compared to the quark mass.
Therefore, the heavy quarkonia are to a good approxima-
tion non-relativistic systems. For further discussion of the
various energy scales relevant for quarkonium system, see
Section 18.1.3.

Another important feature of the spectrum is the
presence of an “open flavor threshold” (open charm, or
open bottom), where a quarkonium state can undergo
strong decay to a pair of mesons carrying the correspond-
ing quark flavor. States above threshold are considerably
wider than states below. Excited states below threshold
decay either by strong interactions or electromagnetically
into lower-lying states; the ground states finally decay by
an annihilation process of the heavy quark-antiquark pair.
This annihilation is controlled by powers of the strong cou-
pling constant evaluated at the quark mass, which gives a
large suppression factor, resulting in a small width.

18.1.2 Potential models

To make quantitative predictions of masses and for the
the full and partial widths of charmonium states, one has
to resort to theory. For many years a phenomenological
approach, based on both non-relativistic and relativistic
potential model, has been used. Non-relativistic potential
models are justified by the fact that the bottom and, to
a lesser extent, the charm masses are large in comparison
to ⇤QCD, the typical hadronic scale. Hence a quantum
mechanical description of the system based on two heavy
quarks interacting through a suitable potential appears
reasonable. In this approach, the quarks are located in
a potential V (r) and the charmonium wave function can
be found as a solution of the stationary non-relativistic
Schrödinger equation. The potential is usually chosen such
that at short distances it coincides with the QCD one-
gluon exchange Coulomb potential � 4

3↵S/r, and at long
distances it incorporates confinement by for example in-
cluding a linearly rising term. Since relativistic e↵ects ap-
pear to be sizable for some states, di↵erent models in-
corporate relativistic kinematics appropriately matched
to their confinement features. Di↵erent models of quark
confinement may result in di↵erent classes of relativis-
tic corrections. For states close to and beyond the two
heavy-light meson threshold, potential models have to be
complemented with extra degrees of freedom in order to
account for possible mixing e↵ects. Hybrid states which
are expected from QCD are also incorporated by hand.
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EXOTIC BOTTONIUM Xb

Assume Xb exists:
Xb→Y(1S)π+π-.
R = RXb/Υ(2S) ≈ 6.5% (= RX/ψ(2S)) 
⇒ Xb expected > 5σ.
Narrow resonance Γ < 1.2 MeV.
Close to the BB ̅or BB*̅ thresholds 
(10.562-10.604 GeV).
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CMS Collaboration / Physics Letters B 727 (2013) 57–76 59

Fig. 1. The reconstructed invariant-mass distributions of the candidates in the barrel
(top) and endcap (bottom) regions. Peaks corresponding to Υ (2S) → Υ (1S)π+π−

and Υ (3S) → Υ (1S)π+π− decays are indicated with the arrows.

Fig. 2. The invariant-mass distributions of the candidates around the Υ (2S) reso-
nance for the barrel (top) and endcap (bottom) regions. The result from the fit is
shown as a solid curve; the Υ (2S) and background contributions from the fit are
shown separately as the dashed and dotted curves, respectively.

the barrel (endcap) region. The background distribution is mod-
eled separately for the low-mass (10.06–10.31 GeV) and high-mass
(10.40–10.99 GeV) regions with a third-degree polynomial, whose
coefficients are allowed to vary in the fit. The signal yields and
the coefficients of the polynomials are determined from unbinned

maximum-likelihood fits to the invariant-mass distributions for the
barrel and endcap regions.

For a given Xb mass point, the relationship between the Xb and
Υ (2S) yields is given by

Nobs
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= R × Nobs
Υ (2S) × ϵXb

ϵΥ (2S)
, (1)

where Nobs
Xb

and Nobs
Υ (2S) are the observed Xb and Υ (2S) yields, re-

spectively, and ϵXb/ϵΥ (2S) is the ratio of overall efficiencies for Xb
and Υ (2S) events. This ratio uses the acceptance and the trigger
and reconstruction efficiencies estimated from simulated samples.
In the barrel region, the ratio of efficiencies increases from about
1 to 2 for a hypothetical Xb mass in the range 10.06–10.31 GeV,
mainly because of the increased acceptance for higher masses, and
remains around 2 in the range 10.40–10.99 GeV. In the endcap re-
gion, the ratio of efficiencies stays around 1 for all the Xb mass
values considered.

In tests of statistical significance, the p-value is the probabil-
ity of obtaining a signal strength as large as (or larger than) the
one that was actually observed, assuming that there is no signal.
A signal-like distribution will result in a low observed p-value. In
this analysis, the p-value is evaluated from simultaneous signal-
plus-background fits to the observed invariant-mass distributions
in the barrel and endcap regions. Significances of the Xb signal are
evaluated for each hypothetical Xb mass. Given no strong hint of
a signal in the present data, an upper limit on R , the ratio of the
production cross sections times branching fractions of the Xb and
Υ (2S), is calculated.

4.1. Systematic uncertainties

Several sources of systematic uncertainties are considered. The
major sources are from the modeling of the signal decay, which
includes the dipion invariant-mass distribution and the Xb mass
resolution, the signal polarization, and the background shape.

The dipion distributions in the simulated Υ (2S) and Xb sam-
ples are reweighted according to the Υ (2S) data from CLEO [28],
but the actual distribution of the Xb is unknown. This affects the
value of the efficiency ratio ϵXb/ϵΥ (2S) in Eq. (1). Several alterna-
tive models have been implemented, including a Υ (1S)ρ model,
a model using the dipion invariant-mass distribution measured
in X(3872) decay [8], and a three-body S-wave model. Since the
actual quantum numbers for the Xb state are not known, the dip-
ion invariant-mass distribution in the Xb → Υ (1S)ρ decay we use
(which is similar to the X(3872) → J/ψρ decay) in the system-
atic studies. The Xb → Υ (1S)ρ process is modeled with a uniform
two-body phase-space decay. The dipion mass distribution from
X(3872) decay is scaled according to the mass difference between
the Xb and the Υ (1S). A comparison between the alternative mod-
els and the default model using the Υ (2S) distribution leads to
differences in the ϵXb/ϵΥ (2S) efficiency ratio of up to 20% depend-
ing on the Xb mass, which is included as a systematic uncertainty.
The reconstruction efficiency as a function of Xb mass is modeled
with a simple analytical function. The systematic uncertainty in
this modeling is estimated by comparing two different functions
and is found to be negligible.

The Υ (2S) mass resolutions determined in data and simulation
are consistent with each other. The statistical uncertainty in the
Υ (2S) mass resolution from data of 2.9% (4.6%) in the barrel (end-
cap) region is larger than the difference between the measured and
simulated values. The statistical uncertainty is taken as the system-
atic uncertainty from this source. While a single Gaussian function
is used in the default modeling of the signal, a sum of two Gaus-
sians is used as an alternative model, and the differences between
the respective fits are taken as systematic uncertainties.
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and reconstruction efficiencies estimated from simulated samples.
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1 to 2 for a hypothetical Xb mass in the range 10.06–10.31 GeV,
mainly because of the increased acceptance for higher masses, and
remains around 2 in the range 10.40–10.99 GeV. In the endcap re-
gion, the ratio of efficiencies stays around 1 for all the Xb mass
values considered.

In tests of statistical significance, the p-value is the probabil-
ity of obtaining a signal strength as large as (or larger than) the
one that was actually observed, assuming that there is no signal.
A signal-like distribution will result in a low observed p-value. In
this analysis, the p-value is evaluated from simultaneous signal-
plus-background fits to the observed invariant-mass distributions
in the barrel and endcap regions. Significances of the Xb signal are
evaluated for each hypothetical Xb mass. Given no strong hint of
a signal in the present data, an upper limit on R , the ratio of the
production cross sections times branching fractions of the Xb and
Υ (2S), is calculated.

4.1. Systematic uncertainties

Several sources of systematic uncertainties are considered. The
major sources are from the modeling of the signal decay, which
includes the dipion invariant-mass distribution and the Xb mass
resolution, the signal polarization, and the background shape.

The dipion distributions in the simulated Υ (2S) and Xb sam-
ples are reweighted according to the Υ (2S) data from CLEO [28],
but the actual distribution of the Xb is unknown. This affects the
value of the efficiency ratio ϵXb/ϵΥ (2S) in Eq. (1). Several alterna-
tive models have been implemented, including a Υ (1S)ρ model,
a model using the dipion invariant-mass distribution measured
in X(3872) decay [8], and a three-body S-wave model. Since the
actual quantum numbers for the Xb state are not known, the dip-
ion invariant-mass distribution in the Xb → Υ (1S)ρ decay we use
(which is similar to the X(3872) → J/ψρ decay) in the system-
atic studies. The Xb → Υ (1S)ρ process is modeled with a uniform
two-body phase-space decay. The dipion mass distribution from
X(3872) decay is scaled according to the mass difference between
the Xb and the Υ (1S). A comparison between the alternative mod-
els and the default model using the Υ (2S) distribution leads to
differences in the ϵXb/ϵΥ (2S) efficiency ratio of up to 20% depend-
ing on the Xb mass, which is included as a systematic uncertainty.
The reconstruction efficiency as a function of Xb mass is modeled
with a simple analytical function. The systematic uncertainty in
this modeling is estimated by comparing two different functions
and is found to be negligible.

The Υ (2S) mass resolutions determined in data and simulation
are consistent with each other. The statistical uncertainty in the
Υ (2S) mass resolution from data of 2.9% (4.6%) in the barrel (end-
cap) region is larger than the difference between the measured and
simulated values. The statistical uncertainty is taken as the system-
atic uncertainty from this source. While a single Gaussian function
is used in the default modeling of the signal, a sum of two Gaus-
sians is used as an alternative model, and the differences between
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the barrel (endcap) region. The background distribution is mod-
eled separately for the low-mass (10.06–10.31 GeV) and high-mass
(10.40–10.99 GeV) regions with a third-degree polynomial, whose
coefficients are allowed to vary in the fit. The signal yields and
the coefficients of the polynomials are determined from unbinned

maximum-likelihood fits to the invariant-mass distributions for the
barrel and endcap regions.

For a given Xb mass point, the relationship between the Xb and
Υ (2S) yields is given by

Nobs
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Υ (2S) × ϵXb
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, (1)

where Nobs
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and Nobs
Υ (2S) are the observed Xb and Υ (2S) yields, re-

spectively, and ϵXb/ϵΥ (2S) is the ratio of overall efficiencies for Xb
and Υ (2S) events. This ratio uses the acceptance and the trigger
and reconstruction efficiencies estimated from simulated samples.
In the barrel region, the ratio of efficiencies increases from about
1 to 2 for a hypothetical Xb mass in the range 10.06–10.31 GeV,
mainly because of the increased acceptance for higher masses, and
remains around 2 in the range 10.40–10.99 GeV. In the endcap re-
gion, the ratio of efficiencies stays around 1 for all the Xb mass
values considered.

In tests of statistical significance, the p-value is the probabil-
ity of obtaining a signal strength as large as (or larger than) the
one that was actually observed, assuming that there is no signal.
A signal-like distribution will result in a low observed p-value. In
this analysis, the p-value is evaluated from simultaneous signal-
plus-background fits to the observed invariant-mass distributions
in the barrel and endcap regions. Significances of the Xb signal are
evaluated for each hypothetical Xb mass. Given no strong hint of
a signal in the present data, an upper limit on R , the ratio of the
production cross sections times branching fractions of the Xb and
Υ (2S), is calculated.

4.1. Systematic uncertainties

Several sources of systematic uncertainties are considered. The
major sources are from the modeling of the signal decay, which
includes the dipion invariant-mass distribution and the Xb mass
resolution, the signal polarization, and the background shape.

The dipion distributions in the simulated Υ (2S) and Xb sam-
ples are reweighted according to the Υ (2S) data from CLEO [28],
but the actual distribution of the Xb is unknown. This affects the
value of the efficiency ratio ϵXb/ϵΥ (2S) in Eq. (1). Several alterna-
tive models have been implemented, including a Υ (1S)ρ model,
a model using the dipion invariant-mass distribution measured
in X(3872) decay [8], and a three-body S-wave model. Since the
actual quantum numbers for the Xb state are not known, the dip-
ion invariant-mass distribution in the Xb → Υ (1S)ρ decay we use
(which is similar to the X(3872) → J/ψρ decay) in the system-
atic studies. The Xb → Υ (1S)ρ process is modeled with a uniform
two-body phase-space decay. The dipion mass distribution from
X(3872) decay is scaled according to the mass difference between
the Xb and the Υ (1S). A comparison between the alternative mod-
els and the default model using the Υ (2S) distribution leads to
differences in the ϵXb/ϵΥ (2S) efficiency ratio of up to 20% depend-
ing on the Xb mass, which is included as a systematic uncertainty.
The reconstruction efficiency as a function of Xb mass is modeled
with a simple analytical function. The systematic uncertainty in
this modeling is estimated by comparing two different functions
and is found to be negligible.

The Υ (2S) mass resolutions determined in data and simulation
are consistent with each other. The statistical uncertainty in the
Υ (2S) mass resolution from data of 2.9% (4.6%) in the barrel (end-
cap) region is larger than the difference between the measured and
simulated values. The statistical uncertainty is taken as the system-
atic uncertainty from this source. While a single Gaussian function
is used in the default modeling of the signal, a sum of two Gaus-
sians is used as an alternative model, and the differences between
the respective fits are taken as systematic uncertainties.

CMS Collaboration / Physics Letters B 727 (2013) 57–76 59

Fig. 1. The reconstructed invariant-mass distributions of the candidates in the barrel
(top) and endcap (bottom) regions. Peaks corresponding to Υ (2S) → Υ (1S)π+π−

and Υ (3S) → Υ (1S)π+π− decays are indicated with the arrows.

Fig. 2. The invariant-mass distributions of the candidates around the Υ (2S) reso-
nance for the barrel (top) and endcap (bottom) regions. The result from the fit is
shown as a solid curve; the Υ (2S) and background contributions from the fit are
shown separately as the dashed and dotted curves, respectively.

the barrel (endcap) region. The background distribution is mod-
eled separately for the low-mass (10.06–10.31 GeV) and high-mass
(10.40–10.99 GeV) regions with a third-degree polynomial, whose
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and Υ (2S) events. This ratio uses the acceptance and the trigger
and reconstruction efficiencies estimated from simulated samples.
In the barrel region, the ratio of efficiencies increases from about
1 to 2 for a hypothetical Xb mass in the range 10.06–10.31 GeV,
mainly because of the increased acceptance for higher masses, and
remains around 2 in the range 10.40–10.99 GeV. In the endcap re-
gion, the ratio of efficiencies stays around 1 for all the Xb mass
values considered.

In tests of statistical significance, the p-value is the probabil-
ity of obtaining a signal strength as large as (or larger than) the
one that was actually observed, assuming that there is no signal.
A signal-like distribution will result in a low observed p-value. In
this analysis, the p-value is evaluated from simultaneous signal-
plus-background fits to the observed invariant-mass distributions
in the barrel and endcap regions. Significances of the Xb signal are
evaluated for each hypothetical Xb mass. Given no strong hint of
a signal in the present data, an upper limit on R , the ratio of the
production cross sections times branching fractions of the Xb and
Υ (2S), is calculated.

4.1. Systematic uncertainties

Several sources of systematic uncertainties are considered. The
major sources are from the modeling of the signal decay, which
includes the dipion invariant-mass distribution and the Xb mass
resolution, the signal polarization, and the background shape.

The dipion distributions in the simulated Υ (2S) and Xb sam-
ples are reweighted according to the Υ (2S) data from CLEO [28],
but the actual distribution of the Xb is unknown. This affects the
value of the efficiency ratio ϵXb/ϵΥ (2S) in Eq. (1). Several alterna-
tive models have been implemented, including a Υ (1S)ρ model,
a model using the dipion invariant-mass distribution measured
in X(3872) decay [8], and a three-body S-wave model. Since the
actual quantum numbers for the Xb state are not known, the dip-
ion invariant-mass distribution in the Xb → Υ (1S)ρ decay we use
(which is similar to the X(3872) → J/ψρ decay) in the system-
atic studies. The Xb → Υ (1S)ρ process is modeled with a uniform
two-body phase-space decay. The dipion mass distribution from
X(3872) decay is scaled according to the mass difference between
the Xb and the Υ (1S). A comparison between the alternative mod-
els and the default model using the Υ (2S) distribution leads to
differences in the ϵXb/ϵΥ (2S) efficiency ratio of up to 20% depend-
ing on the Xb mass, which is included as a systematic uncertainty.
The reconstruction efficiency as a function of Xb mass is modeled
with a simple analytical function. The systematic uncertainty in
this modeling is estimated by comparing two different functions
and is found to be negligible.

The Υ (2S) mass resolutions determined in data and simulation
are consistent with each other. The statistical uncertainty in the
Υ (2S) mass resolution from data of 2.9% (4.6%) in the barrel (end-
cap) region is larger than the difference between the measured and
simulated values. The statistical uncertainty is taken as the system-
atic uncertainty from this source. While a single Gaussian function
is used in the default modeling of the signal, a sum of two Gaus-
sians is used as an alternative model, and the differences between
the respective fits are taken as systematic uncertainties.
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A recent CMS measurement [26] shows that Υ (2S) mesons are
produced with negligible polarization. The daughter Υ (1S) mesons
are expected to have a similar polarization [29]. However, the ex-
pected polarization of the Xb is unknown. Signal efficiencies eval-
uated using a simulated sample generated with unpolarized Xb are
compared with efficiencies for the extreme cases of full transverse
and full longitudinal polarizations in the helicity frame, assuming
that the polarization of the daughter Υ (1S) is the same as that of
the mother Xb. The largest efficiency difference of 25% is taken as
the systematic uncertainty from this source.

The fit model is composed of a background component, with
floating coefficients, and a signal model, with the signal strength
as a free parameter. The uncertainties in the coefficients from
the fits are included as a systematic uncertainty in the statistical
analysis. Furthermore, an alternative background parameterization,
determined from a background-only fit to the candidates recon-
structed with same-sign pions (Υ (1S)π+π+ and Υ (1S)π−π−) is
also considered. The difference between the default and alternative
background parameterizations is included as one of the systematic
uncertainties.

Other systematic uncertainties, such as the uncertainty caused
by the dependence of the efficiencies on the number of pp inter-
actions per event (with an average of ≈21 interactions), have been
considered and found to be negligible. Systematic uncertainties in
the acceptance and trigger efficiency largely cancel out in the ra-
tio R . As a check, the Υ (2S) yields, normalized to the integrated
luminosity, are found to be stable for the different data-taking pe-
riods.

4.2. Determination of p-values and upper limits

The local p-values are calculated using an asymptotic approach
[30] with the signal and background models described above and
combining the results of the fits to the barrel and endcap regions.
The systematic uncertainties mentioned above are implemented
as nuisance parameters in the fit, assuming log-normal or flat
priors. The expected discovery potential is estimated by inject-
ing various amounts of signal events into the fits and evaluating
the resulting p-values. The expected signal significance for the as-
sumption R = 6.56%, motivated by the ratio of production cross
sections times branching fractions for X(3872) and ψ(2S) reported
in Ref. [8], is larger than five standard deviations (σ ) across the
explored Xb mass range, as shown by the dashed curve in Fig. 3.
The observed p-values displayed in Fig. 3 by the solid line show
no indication of an Xb signal. The smallest local p-value is 0.004
at 10.46 GeV, corresponding to a statistical significance of 2.6σ ,
which is reduced to 0.8σ when taking into account the “look-
elsewhere effect” [31]. The expected and observed 95% confidence
level upper limits on R , derived using a modified frequentist ap-
proach (CLS ) [32,33], are shown in Fig. 4 as a function of the Xb
mass. The observed upper limits on R are in the range 0.9–5.4%
at 95% confidence level. The expected upper limits, which are de-
rived for a pure background hypothesis, are less stringent than
those obtained from the p-value calculations. This is because the
p-value calculations are only concerned with the probability of the
background fluctuating to a signal-like peak in the invariant-mass
distribution, while the upper limits on R also include the system-
atic uncertainties in the signal normalization from the signal decay
model and Xb polarization assumptions.

5. Summary

A search for an exotic bottomonium state in the decay chan-
nel Xb → Υ (1S)π+π− , followed by Υ (1S) → µ+µ− , in pp colli-
sions at

√
s = 8 TeV at the LHC has been presented. This analysis

Fig. 3. Observed (solid curve) and expected for R = 6.56% (dotted curve) local p-
values, as a function of the assumed Xb mass.

Fig. 4. Upper limits at the 95% confidence level on R , the production cross section
for the Xb times its branching fraction to Υ (1S)π+π− , relative to the Υ (2S), as
a function of the Xb mass. The solid curve shows the observed limits, while the
dashed curve represents the expected limits in the absence of a signal, with the
two shaded regions giving the ±1 and ±2 standard deviation uncertainties on the
expected limits. The measured value for the analogous X(3872) to ψ(2S) ratio of
6.56% is shown by the dotted line.

was performed using data collected by the CMS experiment, cor-
responding to an integrated luminosity of 20.7 fb−1. Candidates
were reconstructed from two identified muons and two addi-
tional charged tracks assumed to be pions. The search was con-
ducted in the kinematic region pT(Υ (1S)π+π−) > 13.5 GeV and
|y(Υ (1S)π+π−)| < 2.0. The Υ (2S) → Υ (1S)π+π− process was
used as a normalization channel, canceling many of the system-
atic uncertainties. Excluding the known Υ (2S) and Υ (3S) reso-
nances, no significant excess above the background was observed
for Xb masses between 10 and 11 GeV. The expected sensi-
tivity of the analysis was greater than five standard deviations
for the explored Xb mass range, if the relative signal strength
is comparable to the corresponding value for the X(3872) of
6.56%. The resulting 95% confidence level upper limit on the ra-
tio σ (pp → Xb → Υ (1S)π+π−)/σ (pp → Υ (2S) → Υ (1S)π+π−)
is in the range 0.9–5.4%, depending on the assumed Xb mass. These
are the first upper limits on the production of a possible Xb at a
hadron collider.
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theory and whose measured properties are in agreement with
predictions. “New states” are unpredicted and/or their mea-
sured properties are di�cult to accommodate in the theory. In
the last column we list states with unknown quantum numbers,
and the charged quarkonium-like resonances.

Spin, P or C are often determined from the selection rules
both of the production and the decay mechanism. When
this is not the case, or if they cannot unambiguously fix `
and s, a quarkonium state assignment can be tried rely-
ing on theoretical predictions for the mass, width, decay
channels, or production mechanisms.

From its non-relativistic nature some specific features
of the quarkonium spectrum can be derived. The sepa-
ration between levels of di↵erent n and same l typically

scales like mv2; the spin separation between pseudoscalar
mesons n 1S0(0�+) and vector mesons n 3S1(1��), called
hyperfine splitting, scales like mv4; the spin separation
between states within the same ` 6= 0 and S multiplets
(e.g. the splittings in the 1 3Pj multiplet �c(1P ) in char-
monium), called fine splitting, scales like mv4; and the hy-
perfine separation between the spin-singlet state 1P1 and
the spin-averaged triplet state h3Pji, which again scales
like mv4.

The fact that all splittings are much smaller than the
masses implies that all the dynamical scales of the bound
state, such as the kinetic energy or the momentum of
the heavy quarks, are small compared to the quark mass.
Therefore, the heavy quarkonia are to a good approxima-
tion non-relativistic systems. For further discussion of the
various energy scales relevant for quarkonium system, see
Section 18.1.3.

Another important feature of the spectrum is the
presence of an “open flavor threshold” (open charm, or
open bottom), where a quarkonium state can undergo
strong decay to a pair of mesons carrying the correspond-
ing quark flavor. States above threshold are considerably
wider than states below. Excited states below threshold
decay either by strong interactions or electromagnetically
into lower-lying states; the ground states finally decay by
an annihilation process of the heavy quark-antiquark pair.
This annihilation is controlled by powers of the strong cou-
pling constant evaluated at the quark mass, which gives a
large suppression factor, resulting in a small width.

18.1.2 Potential models

To make quantitative predictions of masses and for the
the full and partial widths of charmonium states, one has
to resort to theory. For many years a phenomenological
approach, based on both non-relativistic and relativistic
potential model, has been used. Non-relativistic potential
models are justified by the fact that the bottom and, to
a lesser extent, the charm masses are large in comparison
to ⇤QCD, the typical hadronic scale. Hence a quantum
mechanical description of the system based on two heavy
quarks interacting through a suitable potential appears
reasonable. In this approach, the quarks are located in
a potential V (r) and the charmonium wave function can
be found as a solution of the stationary non-relativistic
Schrödinger equation. The potential is usually chosen such
that at short distances it coincides with the QCD one-
gluon exchange Coulomb potential � 4

3↵S/r, and at long
distances it incorporates confinement by for example in-
cluding a linearly rising term. Since relativistic e↵ects ap-
pear to be sizable for some states, di↵erent models in-
corporate relativistic kinematics appropriately matched
to their confinement features. Di↵erent models of quark
confinement may result in di↵erent classes of relativis-
tic corrections. For states close to and beyond the two
heavy-light meson threshold, potential models have to be
complemented with extra degrees of freedom in order to
account for possible mixing e↵ects. Hybrid states which
are expected from QCD are also incorporated by hand.
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The signal mass pdf Ps(mB0
s
) is the sum of three Gaussian functions with a common mean;

the two smaller widths, the mean, and the fraction of each Gaussian function are fixed to the
values obtained in a one-dimensional mass fit. The background mass distribution Pbkg(mB0

s
)

is described by an exponential function. The background decay time component Pbkg(ct) is
described by the sum of two exponential functions. The angular parts of the backgrounds pdfs
Pbkg(cos qT, jT) and Pbkg(cos yT) are described analytically by a series of Legendre polynomials
for cos qT and cos yT and sinusoidal functions for jT. For the cos qT and jT variables a two-
dimensional pdf is used to take into account the correlation among the variables.

The signal decay time uncertainty pdf Ps(sct) is a sum of two Gamma functions, with all the
parameters fixed to the values obtained by fitting a sample of background-subtracted events.
The background decay time uncertainty pdf Pbkg(sct) is represented by a Gamma function.
All the parameters are fixed to the values obtained by fitting the B0

s invariant mass sideband
regions, defined by the mass ranges mB0

s
= 5.24–5.28 GeV and 5.45–5.49 GeV. The functions

Ps(x) and Pbkg(x) are the tag decision x pdfs, which have been obtained from the data.

6 Results and systematic uncertainties

The results of the fit are given in Table 2, where the quoted uncertainties are statistical only.
Since the likelihood profiles of dk, dS?, and |AS|2 are not parabolic, the statistical uncertainties
quoted for these parameters are found from the increase in � logL by 0.5. In the fit, the value
of Dms is allowed to vary following a normal distribution with mean and standard deviation
set to (17.69 ± 0.08) ⇥ 1012 h̄/s [30]. As a cross-check, the Dms value is also left free to float
and its best fit value is found to be in statistical agreement with the set value. The various data
distributions and the fit projections are shown in Figs. 2, 3, and 5. The central value and the
68%, 90%, and 95% confidence level (CL) likelihood contours of the fit in the DGs–fs plane are
shown in Fig. 6.

Table 2: Results of the fit to the data. Uncertainties are statistical only.

Parameter Fit result
fs [rad] �0.075 ± 0.097
DGs [ps�1] 0.095 ± 0.013
|A0|2 0.510 ± 0.005
|AS|2 0.012 +0.009

�0.007
|A?|2 0.243 ± 0.008
dk [rad] 3.48 +0.07

�0.09
dS? [rad] 0.37 +0.28

�0.12
d? [rad] 2.98 ± 0.36
ct [µm] 447.2 ± 2.9

Several sources of systematic uncertainties in the primary measured quantities, DGs and fs, are
investigated by testing the various assumptions made in the fit model and those associated
with the fit procedure.

The systematic uncertainty associated with the hypothesis of a constant efficiency as a function
of ct is evaluated by fitting the data with an alternative ct efficiency parametrisation, which
takes into account a small contribution of the decay time significance requirement at small ct
and first-order polynomial variations at high ct.

The uncertainties associated with the variables cos qT, jT, and cos yT of the 3D angular ef-
ficiency function are propagated to the fit results by varying the corresponding parameters
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