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Abstract: The detection of astrophysical sources of high energy imagtis one of the most sought-after
experimental goals in present astroparticle physics. @Wwenumber of signal events expected in high en-
ergy neutrino telescopes calls for powerful algorithmsigedtangle clusters of small number of events
from the background. In this contribution we explore thesptiality of the Expectation-Maximisation al-
gorithm (EM) for the search of neutrino point-like sourcesiigeneric kilometre-scale neutrino telescope
located in the Mediterranean sea. The EM algorithm, wideBd.in clustering analysis, has been adapted
in this work to the special case of low signal statistics ielatively high background. We describe here
how the problem has been tackled and compare our resulte twet-known binning technique. The
method can also be applied to other similar problems likeirfstance the search of nearby ultra-high

energy cosmic-ray sources.

The Expectation-Maximisation algo-
rithm

The Expectation-Maximisation algorithm [1] is a

general approach to maximum likelihood estima-

tion for finite mixture model problems. In these

nentsis given byt (®) = [T, >°9_, mp(xi; 0;)

where ¥ stands for the set of paramete
{m1,...,mg; 01, ...,04}. In general it is not possi
ble to solve explicityoL/0% = 0 and an iter-
ative approach must be used. The EM algorit|
is a general iterative procedure to maximise m

models different groups in the data are described ture model likelihoods. The idea is to assume t
by different density components, so that the to- the setof observations given in the data make L

tal probability density function (pdf) can be ex-
pressed ap(x) = > 9_, m; p(x; 8;), whereg is
the number of mixture components; > 0 are

the mixing proportions that satisfy the unitary re-

lation (25:1 m; = 1) andp(x;0,),j = 1,...,9,
are thecomponent density functiomghich depend
on a parameter vect®;. The values ofr; and the
components oB; have to be found by maximis-
ing the likelihood. The number and form of the

set ofincompletedata vectorgx}. The likelihood
given by thisincompletedata set can be express
by £L(®) = p({x}, ¥). The unknown informa-
tion missed in the data sample is as a matter of
whether an observation belongs to a componer
to another, in other words, we lack the inform
tion about the clustering structure of the popu
tion. Let{y} denote acompletedata set, a ver:
sion of {x} formed by a new vectoy; = (x;, z;),

component density functions depend on the prob- Wherez; = (zi1, ..., zig) is simply a class indicato

lem being tackled. Frequently(x;8,) is taken

vector, that isz;, = 1, if x; belongs to groug,

to be the multivariate normal (Gaussian) density @ndzix = 0, otherwise. With thiscompletedata
parametrised by a mean and a covariance matrix S€t; the total density function is:

%, (0; = {n;,%;}). In this particular case the
equations given by the EM algorithm are well-
known.

Having a data sample of observations, the like-
lihood for a mixture model witly density compo-

809

9y;¥) =g(x,2, %) =p(x;2,¥)f(z;¥) (1)

and the likelihood i’ (¥) = g({y}, ¥). We can
obtain back the likelihood of the previouscom-
pletedata set frony({y}, ¥) by integrating over



THE EM ALGORITHM IN POINT-LIKE SOURCE SEARCHES

all possible{y} in which the sef{x} is embedded,
L(®) = p({x}, ¥) = [T[i2y 9(xi, 2 ¥)dz

classical scheme of operation of a neutrino te
scope in which up-going muon tracks are look

The EM procedure consists in two main steps. In for, the main source of physical background con
the Expectation step we evaluate the expectation from the atmospheric neutrinos which are isotrc
for the current value of the parameters estimate Ure 1 shows a one-year _equwalgnt Monte Ce
\I](m) In the Maximisation_step’ a new set of max- data Sample Of atmOSpherIC neutrinos W|th a P«
imum estimate parametess = {®("*Y} are son mean o2 x 10* events/year which is an et
found by differentiating (¥ ‘I’(m)). Successive timate of the number of atmospheric neutrinos «
maximisations of the expected valGg ¥, ‘I,(m)) pected in a kilometre-scale detector. The upper

will lead to the maximisation of the desir@ttom- ure shows .the equatorial map qf thg events, W!
pletelikelihood. It can be shown that the EM al- th_e "?W f|gure_ shpws the projection of the d
gorithm has a general convergence property. Fort_rIbUtlon N d_ecl|_nat|_on. pue tg th_e Earth's r(_)t(
finite mixture models and assuming multivariate thn the d|str|but|o_n IS ””'fofm in right ascensio
normal mixtures the two steps can be expressed inlt is worth remarking that since the energy infc

particularly simple forms suitable for code imple- mation is pot used in our apphgat_lon, the ;elgctl
mentation. of a neutrino energy spectrum is immaterial in tt

case.

For this work we assumed that the uncertainty
the determination of the incoming neutrino arriv
direction, the so-called point spread function, d¢
Results from the presently running experiments [2] not depend on the declination. This is again
and some theoretical predictions indicate that neu- approximation which is not true for a real dete
trino telescopes should have effective areas of tor, but that should have a negligible influence
about 1 kni or higher to make high energy neu- the results of our comparison. We do not cc
trino astronomy. A new generation of kilometre- sider either the dependence of the angular re
scale detectors are being designed or well underlution (taken to be~ 0.1°) with the energy anc
way [3]. Any gain in the power of the searching al- hence no assumption about the spectral inde;
gorithms is of the utmost importance to claim the the signal simulation has to be made. Of cours:
first hints of high energy neutrino source detection. real data analysis must include all these effects

The technique developed here has been app"edtherefore needs a proper simulation of the neutt
to the search of point-like sources in a kilometre- detecto, buy are not critical in this work and a
scale simplified detector located in the Mediter- therefore neglected.
ranean sea, but the results can be easily extended to
other Io_cat|ons. We ha_ve generated1%)? Monte The EM algorithm in the search of neu-
Carlo simulated experiments, each containing the | . .
equivalent of one year of data-taking. The sim- trino point sources
ulated data contains essentially a set of declina- o ] )
tion and right ascension values assumed to be theThe point-like source search is a clustering ane
result of the final track reconstruction and selec- SiS With some special features. In our case clus
tion of the detector recorded events. In order to Of Signal events have to be spotted over a ba
simplify the simulation of the neutrino telescope 9round of atmospheric neutrinos. We assume
we have assumed that the detector has a uniformthe sources follow Gaussian distributions of t
response in the two local angles, that is, a flat form:

exp (_ (@ — pa)? cos? (5) "

Neutrino Telescope simulation

distribution in azimuth,®, and in the cosine of 1
the zenith angle, cas This simplification should Ps =

2
have a negligible impact on the comparison of the 2m0a0s ) 204
search methods, while it eases considerably the X exp (_ (6 — ps) >COS(5 @)
. . . . 2
simulation of the background contribution. In the 20}

810



30TH INTERNATIONAL CosmiC RAY CONFERENCE

eventsiyear the j source. Bothrgs andng are the so-callec
l14 mixing proportions of the background and sout
12 components, respectively, which satisfy the uniti
condition. Note that this mixture model can be ¢
tended to the case of several sources in the san
i s In this work, though, and for the sake of simplici
we will only consider the existence of one sourc

The EM algorithm requires some initial values f
/ I4 the free parameters. The more precise these in

3()

2 values, the faster the convergence will be. Henc
S\ preclustering step, whose outcome is a set of ¢
-180° ‘ 180° didate clusters, is applied. For each of these cal
date clusters the EM algorithm is performed ur
(@) a convergence criterion is fulfilled. As an output
the whole procedure a test statistic which refle
the goodness of the maximisation is obtained.
our case, the test used is the BIC (Bayesian In
mation Criterion) whose distributions, in the ca
of only background clusters and background p
a simulated signal, are used within the hypothe
testing theory to calculate the discovery power
potential) of the algorithm.

events/year
(2] ~ @ ©
o o o o
o o o o
RO R o
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Resultsfor a 1 km? neutrino telescope

B e ey
sin® In this section, the results of the EM algorith

(b) applied to the simulated data of a kilometre-sc
neutrino detector are given and compared to th
of a binning technique. The binning method el
ployed is derived from the standard MACRO gr
technique and is explained in detail somewh
else [4]. The discovery power is defined as 1
percentage of success in discovering a point-|
The background distribution, on the other hand, source over the atmospheric neutrino backgrou
can be easily inferred from the real data by scram- Discovery is defined in turn as the finding of a cl
bling the arrival time and azimuth angle of the ter whose number of events is higher than that ¢
events. This is a usual procedure in every search-background fluctuation of a given number of ste
ing algorithm since a knowledge of the background dard deviations, usually taken to be five. The
distribution is required to extract the significance fore, a discovery power of 50% atSmeans that
of each cluster found by the algorithm. In our case the corresponding signal will produce a fluctuati
the background distribution is estimated from the of five or more standard deviations over the ba
Monte Carlo simulation. The mixture model for ground in 50% identical experiments. Figure
our point-like source problem is thus: shows the power of discovery (atbfor a source
located at a declination @f = —80° as a function

p(x) = 1paPpc(9) + msPs(x; pj, Bj)  (3) of the mean number of observed signal events

. . . the EM and binning algorithms. As can be seen

wherex = (a,d) is the position of the eventin  reach a discovery power of 50%, the EM algoritt

equatorial coordinates ang; = (u, 1) is the  yequires almost 20% less signal events than the
Gaussian mean that corresponds to the location of

Figure 1. One-year Monte Carlo sample distribu-
tion of atmospheric neutrino events in (a) equato-
rial coordinates and (b) projected on declination.
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Figure 2: Discovery power as a function of the Figure 3: Mean number of selected signal eve
mean number of observed events from a source lo-for the EM algorithm and the classical binnir
cated at = —80° with a confidence level ofbfor technique as a function of declination required
the EM algorithm and the classical binning tech- claim a discovery with a confidence level of t
nigue. 50% of identical experiments.

ning technique. Although this difference changes performance of the method which cannot be dc
with the discovery power, the number of events re- in a binning technique. Work is in progress
quired by the EM algorithm is always smaller than implement the use of the energy information in t
that of the binning technique. EM algorithm.

In figure 3, the mean number of signal events

required by both techniques to have a discovery This work is supported by Spanish MEC gra
power of 50% (at a & level) is given as a func- FPA2003-00531 and FPA2006-04277.

tion of the declination. The EM algorithm requires

betwepn 15% to 20% less events than the binning References

technigue to reach the same discovery power.
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