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AugerPrime 
Radio Detector 

OPERATIONS READINESS REVIEW 
Charges to the Review Committee 

Review to be started in: 
Malargüe, March 2025 meeting 

https://indico.nucleares.unam.mx/event/2347/ 
(version: 20250225) 

 
Review Committee Members 

Petr Travnicek (chair) 
Mauro Gajardo  
Nicolás González 
Frank Schröder  
Ricardo Sato 

 

Objective: 
The Auger Project Management Plan defines the objective of the Operations Readiness 
Review as:  
“A subsystem only becomes part of the operation of the Observatory when it has passed an 
Operations Readiness Review. This review ensures that the subsystem is in effective, stable 
operation, all documentation has been filed, spares are available and the staff has been 
trained.” 

 

The purpose of the review is to determine if the RD subsystem is ready to be included in the 
operation of the observatory for science production. Additionally, the review committee 
should asses if all the necessary material needed for operation and maintenance are existing 
and available. 
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Radio Detector  
Operations Readiness Review

Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.
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Deployment finished

1Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

• First station deployed Nov 2022

• Mass deployment since June/Nov 2023

• Last electronics installed in November 2024

• Only 1 landowner region left for the future


• 1624 stations have been in operation since 2022

• Some stations moved and have a new name

• Some are black tanks (there’s always some %)

• MoRD: as of wed feb 26, 1590 operational


• Weekly status reports from the field: 
https://www.auger.unam.mx/AugerWiki/
RD_commissioning

https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/augermap

Radio Detector is 
deployed in full array
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RD SD

Azimuth (deg) 157.0±0.1 157.0±0.1

Zenith (deg) 84.7±0.1 84.7±0.1

Energy (EeV) 36.23 	± 	3.34 38.55 	± 	2.92

Core X (km) -19.8 ±0.90 -17.40±0.88

Core Y (km) -8.73 ±0.90 -9.78±0.45
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Abstract. The detection of inclined air showers (zenith angles ◊ & 65¶) with kilometer-spaced
radio-antenna arrays allows measuring cosmic rays at ultra-high energies (E . 1020 eV).
Radio and particle detector arrays provide independent measurements of the electromagnetic
and muonic shower components of inclined air showers, respectively. Combined, these
measurements have a large sensitivity to discriminate between air showers initiated by lighter
and heavier cosmic rays.

We have developed a precise model of the two-dimensional, highly complex and asym-
metric lateral radio-signal distributions of inclined air shower at ground — the “radio-emission
footprints”. Our model explicitly describes the dominant geomagnetic emission with a rota-
tionally symmetric lateral distribution function, on top of which additional e�ects disturb the
symmetry. The asymmetries are associated with the interference between the geomagnetic and
sub-dominant charge-excess emission as well as with geometrical projection e�ects, so-called
“early-late” e�ects. Our fully analytic model describes the entire footprint with only two
observables: the geometrical distance between the shower impact point at the ground and the
shower maximum dmax, and the geomagnetic radiation energy Egeo. We demonstrate that
with this model, the electromagnetic shower energy can be reconstructed by kilometer-spaced
antenna arrays with an intrinsic resolution of 5% and a negligible bias.

Keywords: cosmic ray experiments, cosmic ray theory, neutrino experiments, ultra high
energy cosmic rays
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A measured cosmic ray

https://iopscience.iop.org/article/10.1088/1475-7516/2023/01/008
https://link.springer.com/article/10.1140/epjc/s10052-020-8216-z
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this is a high-energy cosmic ray

electric field ~mV/m

do you want so see something 
more energetic?

A measured cosmic ray
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Direct lightning hit

electric field ~kV/m

Luckily this is an exception and very unlikely 
to happen frequently

This happened also in the past with the GPS/
Leeds antenna

 
(local staff estimates ~ 80/25 years  
                              —> ~ 3-4/year)
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Muon content with radio-WCD hybrid events | Slide 6

Energy-energy correla"on plot

● WCD / RD energy ra"o

– Mean = 1.02

– Std = 0.25

● Mean value too good, unless 
there would be a ~10% oMset 
in energy scales

6

measurement of 
e/m energy by RD

measurement of 
muons with WCD

—> full end-to-
end verification of 
complete chain

prel
im

inary
!

Correlation e/m energy with cosmic-ray energy

e/m

µ
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• hardware developed and 
manufactured (1700/2000 units) 

• deployment completed 

• end-to-end simulation of 
performance  

• fully integrated in Auger analysis 
framework (offline) 

• horizontal EAS reconstruction 
available in offline   

• monitoring and calibration tools 
available (need work in CDAS) 

• 1st data confirm expectations  

• hybrid reconstruction  
RD —> e/m, WCD —> µ  

• working on radio (only) trigger  

• preparing reconstruction of  
gamma rays and neutrinos

7

Radio Detector
overall status

�E ⇡ 6%
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We are running a production for the 
ICRC2025 presentations. 

Analyses ongoing.
 
—> Radio Detector fully operational 
and producing physics data.
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

PARTS LIST
DESCRIPTIONPART NUMBERQTYITEM

Ubold 42mm M8 281_10_0042301
Ubold 48mm M8281_10_004832
Hex Flange NutDIN 6923 - M8763
Hexagon Flange BoltDIN 6921 - M8 x 2564
 ARD-02-002A25
 ARD-02-004A36
 ARD-02-003A17
 ARD-02-008A18
 ARD-02-009A19
 ARD-02-007A210
 ARD-02-006A111
 ARD-02-005A112
 ARD-02-001A213
 ARD-02-010A114
 ARD-02-011A115
 ARD-02-012A116
fiberglass tube 48 x 2900mmARD-02-013A117

A

Faculteit NatuurkundeWiskunde en Iinformatica

Radboud Universiteit Nijmegen

ARD-02-000A.idw

1:15
Get.

SchaalOntw.
Datum 16-10-2019Bakker

Bakker Ruwheid
NEN 1302

ARD-02-000A.iam

Tol. tenzij anders vermeld 
volgens: NEN-ISO 2768-f K

A3
Model Naam

3

16

11

17

10

10

1 6

13

13

6

6

2

5

5

7

9

8

14

15

4
4 12

PARTS LIST

DESCRIPTIONPART NUMBERQTYITEM

 LNA assembly11

 LOAD assembly12

 ARD-01-001A43

Faculteit NatuurkundeWiskunde en Iinformatica

Radboud Universiteit Nijmegen

ARD-01-000A.idw

1 : 5
Get.

SchaalOntw.
Datum 16-10-2019Bakker

Bakker Ruwheid

NEN 1302

ARD-01-000A.iam

Tol. tenzij anders vermeld 

volgens: NEN-ISO 2768-f K

A3
Model Naam

1

3

2

please be sure that the

tube is against the limit 

before screwing

Please pay attention with the 

orientation of the mast clamp. 

make sure it is the same 

above and below
PARTS LIST

DESCRIPTIONPART NUMBERQTYITEM
 ARD-01-004A13
ABS closed cell rubberARD-01-007A24
ABS closed cell rubberARD-01-008A15
Square NutDIN 562 - M516
Torx T25ISO14579 - M5 x 1617
 LNA_PCB_TEST219
Hex 7mmISO15480 - 4,2 x 19810
 ARD01-002A111
TNC connectorTNC-BPJ-1.5CR(A)214
Torx T10KT81TXA20030010 - 3 x 10817
Torx T10KT81TX1Z0030006 - 3 x 6419

Faculteit NatuurkundeWiskunde en Iinformatica

Radboud Universiteit Nijmegen

ARD-01-000A_LNA.idw

1
Get.

SchaalOntw.
Datum 16-10-2019Bakker

Bakker Ruwheid
NEN 1302

ARD-01-000A.iam

Tol. tenzij anders vermeld 
volgens: NEN-ISO 2768-f K

A3
Model Naam

17

11

7

6

2

10

3

5

4

19

9

14

17

PARTS LIST
DESCRIPTIONPART NUMBERQTYITEM

ABS closed cell rubberARD-01-007A14
Square NutDIN 562 - M516
Torx T25ISO 14579 - M5 x 1617
Hex 7mmISO 15480 - 4,2 x 19810
 ARD-01-005A112
 ARD-01-006A113
Torx T10KT81TXA20030010 - 3 x 

10
317

 AugerRD_Load_V1_0118
Torx T10KT81TX1Z0030006 - 3 x 

6
419

Faculteit NatuurkundeWiskunde en Iinformatica

Radboud Universiteit Nijmegen

ARD-01-000A-LOAD.idw

1
Get.

SchaalOntw.
Datum 16-10-2019Bakker

Bakker Ruwheid
NEN 1302

ARD-01-000A.iam

Tol. tenzij anders vermeld 
volgens: NEN-ISO 2768-f K

A3
Model Naam

12

17

6

7

13

10

4

18

19

Noord mark need to
point Noord
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

-    electric field monitors3 SETUP PLAN FOR A NEW INSTALLATION

Figure 3.2: The calibrated setup proposed to be used for the new installations at the

Auger array. The manufacturer provides a site correction for this setup.

[9]

Fence: If the site should be fenced for any reason (e.g. keep cattle and other
animals away), the influence of the fence on the local electric field can be mini-
mized by keeping it as low and far away from the E-Field mill as possible. As
a rule of thumb the distance of the fence to the tripod should be three times
the height of the fence [10]. When choosing the material of the fence metal is
preferred over plastics [10].

Tall objects: At the FD sites the installation could possibly be kept inside the
fenced area to save additional e↵orts. However, if possible at all, this would
require the setup to be relatively close to the FD building as well as the nearby
communication tower. Tall buildings in the vicinity of the E-Field mill can
have a large influence on the measurement. Most importantly they can be hosts
for corona currents and other e↵ects leading to distorted electric fields, that
would prevent the conduction of calibrated measurements [9]. There are no
experimental results available to quantify this influence, but the manufacturer
follows the recommendations given by NASA. The installation of E-Field mills
for monitoring launch conditions has the requirement, that from the field of view
of the E-Field mill no object should reach higher than 18° from the horizon [9].
This means, that the mounting site should have a distance to any object of

7
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max.buesken@kit.edu

Status of E-field mill stations

LL / "armadiLLo"

LA / "Las vAcas"

LM / "La Mara"

BATATA / "guanaCO"

CLF / "CaLaFate"

✓

(✓)

✓
✓

✓

Connection from campus to 
Rocket at FD-LL regularly 

dropping out since few weeks
 

Loose cable? Broken Rocket?
→ Is on Yan’s To-Do
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Database status

● Database syncing in place 
for all EFMs now

● Updated daily

● Available in monitoring DB 
at database AERA

● Connect:

● Switch to AERA database:   → list all tables of the database:

● Format of tables BATATA, LL, LM, LA and CLF: (CRS and AERAWS slightly different)

�

old EFMs

BATATA

LL

LA

LM

CLF

AERAWS

CRS

different DAQ 
machine

     Monitorig DB
 

  Malargüe

  mirror

  Wuppertal 

  mirror

old EFMs

daily

.
:

Place is historically fitting

(old EFM data)

but new EFMs are instruments

of the whole array, not

connected to AERA

not filled
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1.5 years in E-Field data

● Thunderstorm-heavy periods in austral summer clearly visible



RD Commissioning Status

1/8Bjarni Pont — b.pont@astro.ru.nl — WHAM — Oct 1, 2024

Bjarni Pont — b.pont@science.ru.nl — Radio Workshop - Feb 28, 2025

Deployment done!

Inspector Ingo

Cows

Lighting impact

mailto:b.pont@astro.ru.nl


Deployment finished

1Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

• First station deployed Nov 2022

• Mass deployment since June/Nov 2023

• Last electronics installed in November 2024

• Only 1 landowner region left for the future


• 1624 stations have been in operation since 2022

• Some stations moved and have a new name

• Some are black tanks (there’s always some %)

• MoRD: as of wed feb 26, 1590 operational


• Weekly status reports from the field: 
https://www.auger.unam.mx/AugerWiki/
RD_commissioning

https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/augermap

https://www.auger.unam.mx/AugerWiki/RD_commissioning
https://www.auger.unam.mx/AugerWiki/RD_commissioning
https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/augermap


• https://hef.ru.nl/mord/Pages/
[1]MaintenanceMapAndBadPeriods.html


• Monthly production of BadPeriods:


• Xml format for Offline RdStationRejector 
(just copy paste into module. Instructions 
are on the MoRD page)


• Includes:


• Firmware issues


• Broken LNA / low Gain


• Station rotated (~ beyond 15deg)


• Daily production on MoRD of ‘Last7Days’:


• The big status map


• Spectrograms —>


• All-RD spectra, after BadPeriod cut.


• Binned per 20min (and longer for <2024)


• Quick check of {thunderstorms, solar 
storms, NB-RFI emitters, etc…) at any 
time

Data available on MoRD: Spectrograms & bad periods

2Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

Auger credentials
REMINDER

* https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/rdbadperiods

https://hef.ru.nl/mord/Pages/%5B1%5DMaintenanceMapAndBadPeriods.html
https://hef.ru.nl/mord/Pages/%5B1%5DMaintenanceMapAndBadPeriods.html


Data available on MoRD: Spectrograms & bad periods

3Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

For each month

For last 7 days

Monthly updated production
ICRC2025 tag production

Showing last 7 days

• https://hef.ru.nl/mord/Pages/
[1]MaintenanceMapAndBadPeriods.html


• Monthly production of BadPeriods:


• Xml format for Offline RdStationRejector 
(just copy paste into module. Instructions 
are on the MoRD page)


• Includes:


• Firmware issues


• Broken LNA / low Gain


• Station rotated (~ beyond 15deg)


• Daily production on MoRD of ‘Last7Days’:


• The big status map


• Spectrograms —>


• All-RD spectra, after BadPeriod cut.


• Binned per 20min (and longer for <2024)


• Quick check of {thunderstorms, solar 
storms, NB-RFI emitters, etc…) at any 
time

REMINDER

* https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/rdbadperiods

https://hef.ru.nl/mord/Pages/%5B1%5DMaintenanceMapAndBadPeriods.html
https://hef.ru.nl/mord/Pages/%5B1%5DMaintenanceMapAndBadPeriods.html


Data available on MoRD: Spectrograms & bad periods

4Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

For each month

For last 7 days

Showing last 7 days

• https://hef.ru.nl/mord/Pages/
[1]MaintenanceMapAndBadPeriods.html


• Monthly production of BadPeriods:


• Xml format for Offline RdStationRejector 
(just copy paste into module. Instructions 
are on the MoRD page)


• Includes:


• Firmware issues


• Broken LNA / low Gain


• Station rotated (~ beyond 15deg)


• Daily production on MoRD of ‘Last7Days’:


• The big status map


• Spectrograms —>


• All-RD spectra, after BadPeriod cut.


• Binned per 20min (and longer for <2024)


• Quick check of {thunderstorms, solar 
storms, NB-RFI emitters, etc…) at any 
time

REMINDER

* https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/rdbadperiods

https://hef.ru.nl/mord/Pages/%5B1%5DMaintenanceMapAndBadPeriods.html
https://hef.ru.nl/mord/Pages/%5B1%5DMaintenanceMapAndBadPeriods.html


• Automated daily processing of recorded data. 
—> iteratively improving deployment


• Automated ‘Bad-period’ flagging  
—> enabling us to already do physics

Daily ‘live’ data monitoring

5Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

combining

• Which stations have been deployed / which take data

• Broken LNAs

• Low gain (LNA/Digitizers?)

• Antenna Alignment / swapped ch0-ch1 cables 

• Issues with firmware version updates

• Expected data volume?

• Missing stations

• Access roads to play deployment

+ some more detailed stuff 

Status of Feb 24 2025

REMINDER

* https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/rdbadperiods



Bad Periods overview: till Jan 31, 2025

6Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

• Running as a monthly cron job on Nijmegen astronomy cluster using MoRD data stream from Nijmegen HEP cluster*


• Needs occasional babysitting. Not 100% stable.


• Nov 2024: Data volume grew and RAM usage got too large —> job crashed—> parallelized


• Dec 2024: Malargue TV4 channel went down for 22days —> many false rotation flags —> manual TVOutageList.txt quick-fix


• Jan 2025: cluster NFS mounting issues —> job crashed —> mostly patched
~8% : total bad periods at the moment 
      2 : Firmware issues

~3% : Dead channel (Broken LNA, dust, cables, …)

~2% : Reduced gain (dust, cables, …) 

~4% : Rotated (>15deg), which incl. many gain issues

Most working 
nominally!

* https://gitlab.iap.kit.edu/auger-observatory/sandboxes/bpont/rdbadperiods



Maintenance since May 2024

7Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

Time and location of maintenance

• Digitized maintenance reports from Marcos (link)

• Alignment was measured (incl. compass uncertainty) 

before most maintenance: ~6-7deg (vs 4-5 from TV)

• Filter by First visit (deployment) and Second visits 

(finishing deployment + maintenance)

* removed some human 
artifacts. Smoothed out 
preferred multiples of 5 with a 
sigma of 2deg. 
* only absolute angle was 
measured. Displayed 
symmetrically mirrored along 0 
here.

https://www.auger.unam.mx/AugerWiki/RD_commissioning


Current/upcoming maintenance

8Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

Issues being addressed

• North-West: some broken rivets 

—> investigating soon. Can implement stronger fix if needed


• North-East: high rotations & gain issues

• Region installed in two phases (antenna & electronics)

• Extreme thunderstorms in Dec/Jan especially in NE

• Dust in LNA housing from initial deployment —> affecting gain

• Broken LNA channels —> affecting gain 

—> Investigation ongoing. Can be a combination of these


• South: Erosion due to terrain (SD issue affecting RD tilt) 
—> repaired over past months


• Misc:

• A few misaligned antennas/ swapped channels/ broken LNAs spread all over

• Theft of cable tensioners (10) & signal cable (2) —> Ingo is on it.

• Lighting impacts  
• 7 stations directly hit by lightning (2 only damaged RD)

• 1 exploded the RD mast.

• Ricardo notes every year this happens a few times (Numbers TBD)
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

LNA: amplifier chips are in Malargüe  
—> Mauro successfully repairs LNAs

vendor info in EDMS

Radboud is working on a calibration tool 
for Malargüe

}LNAs
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• solar panels - 2000 units
• antenna arms - 6800 parts
• ropes (6 km) and tensioners for the mast
• Al tubes for frame - 13600 parts
• Al plates and antenna foot - 8500 parts
• small parts, u-bolts, nuts, screws, … ~400000 pieces
• housings for digitizers - 2000
• pigtail cables for the LNA - 4000
• housings for LNAs and bottom loads - 12000 parts
• glass fiber antenna masts - 1700
• ferrites - 8500
• mounting brackets for solar panels - 3400 pieces
• L-ground bracket inside the dome - 1700 pieces
• signal cables inside mast - 3400 cables
• fixtures to assemble ferrites - 24 units
• signal cables from LNA to digitizer - 6800 units
• digital cable from digitizer to UUB - 1700 units
• bottom load PCBs - 2000 units
• Low Noise Amplifiers (LNAs) - 2000 units
• Digitizers (RD frontend) - 2000 units

—> 6 sea containers, 75 m3 each + several (~8) air freights

RD components

spare parts in Malargüe

installed 1660 positions

produced 
1700 components  
         (40 spares mechanics) 
2000 units  
       (340 spares electronics)
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Solar panels

Luxor ECO Line 200 Wp

replacing 20 yr old 2x53 W 
panels with

new panels
old panels (shifted in time)

more solar power available —> quicker recharging of batteries
                                               —> stable operation 
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Jörg R. Hörandel - RD status - November 2020 11

2020-10-09 RD electronics update 12

Updates overview v4 → v3.1

RD front-end/digitizer

26

RD Digitizer

Hörandel Part B2 Auger-Horizon 
 

 10 

WCD. The SALLA antennas are already employed on large scale in the Tunka experiment51. The mechanical 
and electrical design (including the low-noise amplifier) has been cost-optimized, based on AERA experi-
ence/electronics. 
We aim to further develop the SALLA antennas and adjust them to our purpose (to be mounted on top of the 
existing WCDs). Key people from Tunka are also part of the AERA group, thus, we will use the Tunka 
experience for our developments. The envisaged design is sketched in Fig. 10. It shows the proposed SALLA 
radio antenna (red) on top of the existing SD station, mounted to the mechanical structure of the scintillator. 
A comparison of an existing AERA station (Fig. 3, right) to the proposed new design (Fig. 10) shows that the 
envisaged RDs are much simpler, they share most of the infrastructure (solar panels, battery, GPS antenna, 
communication system) with the existing SD station and the scintillator module of the upgrade. In particular, 
no protective fence is needed. 
 
*Sub project #2: Signal read-out, electrical interface, filter amplifier - PI, PD 2, engineer. 
A substantial part of the PAO upgrade is the replacement of the read-out electronics boards in the WCDs10. 
The new, so called Upgraded Unified Board (UUB) provides two digital connectors and an USB interface for 
future detectors. We aim to use these interfaces to integrate the read-out electronics for the new radio detec-
tors into the standard data acquisition system of the SD. The UUB provides a trigger and precise GPS timing 
information and it contains an FPGA with two embedded micro processors and local memory. This makes 
the integration of the new RDs into the existing system relatively simple, since the already existing infra-
structure at each SD position (micro processors, memory, communication system, etc.) will be used for the 
RD read-out.  
The envisaged read-out system is depicted schematically in Fig. 11. The SALLA antenna is read out through 
a filter amplifier and the signals will be digitized in a (presumably) 200 MHz digitizer. These components 
need to be developed within the AdG project. The developments will be based on the extensive experience 
we have from the development of the corresponding AERA electronics. Also the electronics used at Tunka 
(where the SALLA antennas are employed on a large scale) is based on AERA experience. Key people from 
Tunka are also part of the AERA group, thus, we will use the Tunka experience for our developments. The 
right-hand side of the figure illustrates the already existing components in each SD station. The read-out of 
the radio antennas will be triggered through the WCD, this helps to overcome a critical point for the radio 
detection of HAS: human-made radio noise sources are often at the horizon21. The existing communication 
system of the SD station will be used to control the hardware parameters of the new RDs and to transmit the 
radio data to the central data acquisition system of the PAO, where the radio data are merged with the data 
from the other PAO components and put to long-term storage for the analysis. The data acquisition system 
will be adapted to accommodate the new RDs in collaboration with the PAO staff. 
We aim for <5 W power required for the additional electronics. If the capacity of the existing SD systems is 
not sufficient, we will add a small solar panel and a battery buffer to the system. They will be mounted as 
well to the mechanical frame of the scintillator module. 
  

 
Figure 11: Block diagram of the electronics of an upgraded SD station of the PAO. The (proposed, new) 

radio antenna (left) is read out via an analogue filter amplifier and ADC into the existing electronics of the 
station (right). An interface to extensions (like the proposed RDs) is already foreseen in the electronics. 

 
*Sub project #3: Deployment of the radio detectors – PI, PD 1+2, PhD students 1+2, engineer.  
The PI has coordinated the deployment of 125 RDs for AERA and is experienced to work in the harsh 
environment of the Pampas. The proposed design of the new RDs is much simpler as compared to the 
existing AERA stations. No fence and concrete pedestals for the antenna mast are needed and the electrical 
cabling is much simpler. Based on the AERA experience and the much simpler design, we expect to deploy 

filter amplifier

ADC UUB

existingnew project

battery
solar panel

GPS (timing)
communications
system

SD electronics
data
trigger

ctrl

SALLA

LNA power 
for LNA

30-80 MHz 
filter

amplifier ADC 12 bit
250 MHz

FPGA
(also trigger)

interface to 
UUB

power consumption: 2,4 W

2010 produced 
2009 fully functioning
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Pierre Auger Observatory – Radio Detector

PRR electrical components
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Figure 15: Electric diagram of the LNA.

ductor. The ECP5/ECP5-5G family of FPGA devices is optimized to deliver high performance
features such as an enhanced DSP architecture, high speed SERDES (Serializer/Deserializer),
and high speed source synchronous interfaces, in an economical FPGA fabric. This combination
is achieved through advances in device architecture and the use of 40 nm technology making the
devices suitable for high-volume, high- speed, and low-cost applications.

On the diagrams also the test points are visible, which are used for the functionality test and
the calibration of the analogue chain of the digitizer, see also Fig. 2.
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LNA + load PCB

Pierre Auger Observatory – Radio Detector

PRR electrical components

Figure 16: Schematic view of the load PCB.
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Figure 17: Curcuit diagram of the filter amplifier at the entrance of the digitizer.
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Low Noise Amplifier

~1% in voltage

power consumption: 0,2 W

some amplifier chips destroyed during transport/
installation & some in field —> repair in Malargüe

we have 1000 spare chips in Malargüe 
Mauro has successfully repaired 115 units
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

yes, we are routinely taking 
data - no problems known

we have some dead time, 
working on solution

yes, RD data are integrated 
on UUB into standard SD 
data stream

yes, stable operation - no 
issues known

2 branches  
- from „Lyon data“ —> MORD tool available  
- real time data
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Data transfer from RD to UUB

Sjoerd Timmer



The Dead time feature
• Read out of RD data takes 

~0.45ms

• During that time no additional 
triggers can be processed

➔ Loss of ~5% of traces

Missing RD Stations
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March 2023 – 
September 2024

30% of events are 
missing 1 or more 
stations! missing data (%)

Simon Strähnz

this is only relevant for events at 
threshold (i.e. lowest energies)



The dead time feature: 
Theoretical extend
• Assume binomial distribution  

worst case
• Find the probability that event is 

lost as function of N(stations)
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• Assume binomial distribution  
worst case
• Find the probability that event is 

lost as function of N(stations)
• Weight by relative occurrence of 

N(stations)
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• Assume binomial distribution  
worst case
• Find the probability that event is 

lost as function of N(stations)
• Weight by relative occurrence of 

N(stations) 
• With threshold of 5 stations:
➔ 17.3% of events lost
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Threshold:The dead time feature: 
Theoretical extend

Simon Strähnz

this is only relevant for events at 
threshold (i.e. lowest energies)



The Dead time feature: 
In early data (Mar 2023 – Sep 2024)
• In Data: Only 70% of events  

(  have all stations present

• Peak at 0.8: 5  4 stations

➔ ~12% of all events (N = 5) lost

𝑁 ≥ 5)
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Fraction of stations present

Simon Strähnz

this is only relevant for events at 
threshold (i.e. lowest energies)
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Possible solutions

- compression of data  
(not too effective)

- do not transfer „uninteresting“ data  
(do quick check on RD, like max value below a threshold)

- multiple buffers  
(keep recording while data transfer,  
requires modification of FPGA code,  
read-out noise seen by RD, could lower transfer speed to below science band, 
needs book keeping on RD and UUB side - we cannot mix events&triggers  
—> work for Dave & Sjoerd)
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

yes, we are routinely taking 
data - no problems known

we have some dead time, 
working on solution

yes, RD data are integrated 
on UUB into standard SD 
data stream

yes, stable operation - no 
issues known

2 branches  
- from „Lyon data“ —> MORD tool available  
- real time data
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RD monitoring - offline Lyon data

(usual Auger password)

https://hef.ru.nl/mord
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 4

RD Monitoring

● Block with variables de�ned and implemented in RD-FE �rmware

● First test was running, Tomas had quick look to con�rm data validity

● For long "me not included in RD-FE �rmware running in the �eld

● RD-FE and UUB �rmware upgraded in the �eld on 19th Sep’24

● Sending of RD-Mon not enabled at all sta"ons

● Not yet implemented in CDAS LS and central version
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 5

RD-Monitoring data

● Block de�ned

● Monitoring sent every 400 sec

● But Mon-message not priori"zed

lost in case of high leeds-load

● For galac"c calibra"on ok up to about 1h

● In addi"on RD-trigger info required:

– cumula"ve T1

– cumula"ve RD-traces 

– Cumula"ve seconds RD-T1 vetoed
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 6

RD-Monitoring data

● CDAS writed un-handled RD-Mon part to �le

● Test �le and code made available by Ricardo
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 7

RD-Monitoring data

● CDAS writed un-handled RD-Mon part to �le

● Test �le and code made available by Ricardo
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 8

RD-Monitoring

● Block to be implemented in MonitCalib and LongTermMonitCalib

● Requires modi�ca"on in CDAS-Mr, de�ni"oin of tables in mondb

● Spectrum in MonitCalib, or also directly in other format?

What is the input for the Galac"c-Calibra"on analysis?
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 9

RD DQM

● Processing of daily sd-�les

● Tool in gitlab: 

h8ps://gitlab.iap.kit.edu/auger-observatory/monitoring/mord 
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 10

RD DQM

● Processing of daily sd-�les

● Tool in gitlab: 

h8ps://gitlab.iap.kit.edu/auger-observatory/monitoring/mord 
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 11

RD-Shi;

● RD-SQM provides plots that can be implemented in the SD shi;

● SD-Shi; transis"on s"ll ongoing, then open for addi"onal components

●
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AERA Data + RD Monitoring

J. Rautenberg, BU Wuppertal Zoom 28.02.2025 12

RD-Shi;

● RD-SQM provides plots that can be implemented in the SD shi;

● SD-Shi; transis"on s"ll ongoing, then open for addi"onal components

●
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

yes, drawings collected by 
Jörg and put to EDMS by 
Patrick

yes, code from Dave (UUB) 
and Sjoerd (RD) is on KIT 
GitLab

yes, information collected 
by Jörg and put to EDMS 
by Patrick
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

Ricardo Sato knows how to 
run software and update 
RD firmware

Marcos, Mauro, Andrés 
trained to do maintenance

Radboud will provide a (simplified) tool for lab 
calibration (needed after e.g. components have 
been exchanged)
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Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

training for Marcos, Anrdés, Mauro ongoing

Mauro has already successfully repaired 115 LNAs 
(replaced amplifier chip)



List of LNA failures and supply

10Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

WORK IN PROGRESS!

• From reports by Marcos: 
•   2000 : original supply 
• ~1624 : in the field (number of unique station IDs that have appeared in MoRD. Maybe 5 or so are moved stations so are duplicates) 
•  >120 : new ones not yet used (at least 120 from the last shipment + all others [value to be confirmed]) 
•    ~80 : needed to finished the current maintenance 
•       28: needed to fill in final landowner region  
•   ~175 : broken, brought back from the field (128 are already repaired and nearly all redeployed; all w/o/ further issues). 


• 115   : LNA amplifier chip repaired (From PMS).

•   13   : ‘pig-tail’ repaired (From PMS)

•   60   : to be repaired (likely 10% pigtail, 90% chip, a few misc. issue) 
• ~10? : likely gone forever. (9 destroyed by lighting. Maybe a few more broken during deployment. Some still repairable.) 

• For context: historical lightning cases in PMS: 
• 40 specific cases described in the history of SD. More cases where just GPS antenna was affected. PMS record is not complete.  

80 over SD period is a more likely estimate [based on Marcos asking staff] 
• <10 stations / year is what the staff finds acceptable normally.  
• We had 2 catastrophic failure cases with RD in the recent thunderstorm season.  

—> no reason to suspect a much higher rate. Maybe a little based on that our antenna is higher than the GPS antenna.

* code will appear in my sandbox at some point



LNA failures after initial deployment

10Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

• Failures of bottom loads/ cables / ferrites / structural components is not very high. More than enough spares available.


• Pre-note: ‘BrokenLNA flag’ == Broken LNA amplifier / broken pigtail / broken cable / unplugged cable / missing self-cutting screw / 
… 
—> Anything that makes the gain drop.


• From MoRD data (all T3 traces): stations that show ‘BrokenLNA flag’ in data (i.e., flat or nearly flag spectrum). Not all are yet 
repaired 
• During deployment (<30d since deployment): ~67 (maybe 5 are firmware issues mimicking a dead channel. Only 13 with 2ch failure) 

                                                                         + the failures that were directly replaced [see previous slide]

• During operation (>30d since deployment)    : ~72 (dominated by NorthEast issue since Nov’24-Jan’25. Dust/water/lighting/…) 

                                                                          ~15 up till Oct’24 (1300 station deployed at that time. Only 2 with 2ch failure)

* code will appear in my sandbox at some point



Estimation of failure rate

11Bjarni Pont — b.pont@science.ru.nl — Radio workshop zoom - Feb 2025

WORK IN PROGRESS!

Absolute number of failures per month % of failures per month Rates extrapolated from 1m to 10yr

Spares w/o/ repair

• Note: failure rates are complicated to estimate. Convolution of: ‘regular failures’, residual deployment issues, and thunderstorm season.

• Failures of Oct-now are focussed towards the North-East region —> Does not extrapolate to full array over 10 years!

• 2 months of a full array in a heavy thunderstorm season is a big part of our uptime. 

• Only 7 stations are confirmed to be affected by lightning. ~50 others from Oct-Jan could be a mix of dust/lightning/water/etc…?


• Very rough guess on estimated spares/repairs we might need 200-600?  
—> Might be lower if part is still due to deployment issues. Might be a bit higher when including regular thunderstorm periods.

+ Mauro can repair 1000 
amplifiers with current spares
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* code will appear in my sandbox at some point



Jörg R. Hörandel - Radio Detector ORR, Malargüe, March 2025 53

Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

main failures during operations:

- broken LNA amplifier chips (over voltage) 
1000 spare amplifiers are in Malargüe (1000/72 ~14 years)

- rotated antennas (strong wind) 
 

—> Jörg is in discussion with Gualberto and Ingo how this translates 
to FTEs needed/year
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Radio Detector  
Operations Readiness Review

Detailed frame of the Review:

- SALLA antenna and all mechanical components and supports;

- HF electronics of the antenna (LNA), signal digitizer and UUB electrical interface;

The review should assess, but not be limited to, the following issues:

Equipment availability and readiness
- Are components and software fully commissioned, operating reliably, and meeting perfor-

mance requirements?

- Are all the hardware, power and software interfaces fully functional, compatible and oper-

ational?

- Are special tools and testing equipment required for routine maintenance present and

available to the Observatory staff?

- Are the most common failures are yet known, understood and have a mitigation plan?

- Is there a long-term plan for component repairs or replacement?

- Has a reliable source for all spare parts, tools, and consumables been identified for future

procurements? Are spares available on site as required?

Data Management
- Is RD data well integrated into the data stream?

- Is the RD data consistent and reliable ?

- Is the communication interface with UUB stable?

- Can CDAS handle the volume of data produced by RD?

- Is the monitoring of RD in place and well understood?

Technical Documentation
- Are drawings, schematics, and any other relevant documents complete and posted to

CERN EDMS and/or PMS?

- Are instructions for operating and maintaining software code, as well as the code itself,

available and organized?

- Is a complete list of equipment and components including part numbers and vendor con-

tact information available?

Procedures. The following procedures must be complete:
- General operation.

- Hardware and software troubleshooting and maintenance.

- Process for handling major repairs.

- Inclusion of safety considerations in all procedures.

Training.
- Has an appropriate number of observatory personnel been trained to operate and provide

routine maintenance?

Operations costs.
- Evaluate the annual resources (person-power & costs) required for routine operation and

maintenance for each subsystem, including materials and equipment. Discuss anticipated

rates of failures and frequency of repairs and replacements.

completing training of Marcos, 
Andrés, Mauro

estimating together with Ingo, 
Gualberto, Marcos efforts for LNA 
repairs and field work

working on alternative read-out to 
reduce/eliminate dead time

minor open items:

working on calibration device for 
LNAs

working to integrate RD in SD 
monitoring UUB->CDAS-data base

working to integrate RD in SD shift


