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Abstract. We report a variety of measurements of hadronic final staéegjing from elastic scat-
tering of protons to events with highly energetic jets, llase data taken with the D@ experiment
at the Fermilab Tevatron proton-antiproton collider.

Starting with the non-perturbative regime, we report meament of thepp elastic differential
scattering cross section, using D@’s Forward Proton DetedFPD). We present a hew way to
describe minimum bias events based on angular distritgifion=5 million minimum biaspp
collisions collected between April 2002 and February 2006 the D@ detector. We demonstrate
that the distribution ofAg in the detector transverse plane between the leading trattlalhother
tracks is a robust observable that can be used for tuning dtipieucolor interaction models.
Pseudorapidity correlations of thisp distributions are also studied. In addition, we present a
measurement of the effective cross section for events pestiny double parton scattering.

D@ has produced a wide-variety of analyzes of final statesving jets, using a well-understood
and calibrated data sample. Inclusive jet cross-sectitijet, production, and multi-jet production
have been studied and compared to next-to-leading orde®}Nierturbative Quantum Chromo-
dynamics (pQCD) predictions. After reviewing several fislidd measurements, including the in-
clusive jet cross section and extraction of the strong aimd constantrs, and the dijet angular
dependence and azimuthal decorrelation, we present $esegat analyszes. The differential inclu-
sive dijet as a function of the dijet invariant mads j, and the three-jet cross section as a function
of the invariant three-jet masMg;er) are measured in a data set corresponding to an integrated |
minosity of 0.7 fo'L. NLO pQCD calculations are found to be in a reasonable ageaewith the
measured cross sections.

Based on the same data set, we present the first measurematid®bf multi-jet cross sections
in pp collisions at,/s= 1.96TeV at the Fermilab Tevatron Collider. The ratio of indhedrijet and
dijet cross section$zz/», has been measured as a function of the transverse jet mamdet data
are compared to QCD model predictions in different apprations.
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INTRODUCTION

In hadron-hadron collisions, production rates of colliethsprays of hadrons, called
jets, are sensitive to both the dynamics of the fundamentataction and to the par-
tonic structure of the initial-state hadrons. The lattangsally parameterized in parton
distribution functions (PDFs) of the hadrons. Thus measerss of jet production prop-
erties can be used to test the predictions of quantum chrgnamdics (QCD) as well as
to constrain the PDFs. Because jet production has the largess-section of any high
pt process at a hadron collider, the study of jet productiowipes the highest energy
reach for the experiment and a unique sensitivity to newipbys
Several jet measurements are now well established at thatrday including the

measurement of the inclusive jet cross section and of thelangnd invariant mass
dependencies of dijet events. These measurements pravyuetant tests of pQCD and



are input to PDF calculations. Measurements of multi-jetpiction take advantage of
the fact that these processes have the same PDF sensisidijeaiproduction, but are
sensitive to processes to third order in the strong coumorgstanios. Fundamental to
the understanding of orde processes is the three-jet cross-section, which we present
as a function of the invariant mass of the three-jet systetndi&s dedicated to the
dynamics of the interaction are preferably based on obbksavhich are insensitive
to the PDFs. Such observables can be constructed as ratosssfsections for which
the PDF sensitivity cancels. In this note we report a measent ofR,, the ratio of
the inclusive three-jet to the inclusive 2-jet cross-sawi

While jet production is amenable to tests using pertub&i€g®, there are many other
processes at a hadron collider in which non-perturbativ® @@&dominates. It is also
important to develop tests of the heuristic models that Hmen developed for non-
perturbative processes, in order to compare them in detakperimental results. To
that end, we have developed a new analysis of angular cboorela tracks produced
in so-called minimum bias events, using a sample of evemtstnacted from secondary
collisions in the same bunch crossing as an event with twio pjgnuons. We have also
studied events arising from double parton interactiond,rande the first measurement
of the pp elastic scattering cross section &= 1.96 TeV, employing detectors mounted
in the far forward region of the D@ experiment.

THE DG DETECTOR

The results presented in this paper are based on data takerthsi D@ detector at
the Fermi National Accelerator Laboratory’s Tevatnom collider. A detailed descrip-
tion of the D@ detector can be found in Ref. [1]. The event&ala, jet reconstruc-
tion, jet energy and momentum correction in this measureéruiow closely those
used in our recent measurements of inclusive jet and digttilutions [5, 6, 8]. The
primary tool for jet detection is the finely segmented uramiiquid argon calorime-
ter that has almost complete solid angle coveragé & 6 < 1783° [1]. Jets are
defined by the Run Il midpoint cone jet algorithm [2] with a eoradius (for most
jet studies) ofRcone = 1/ (Ay)2+ (A@)2 = 0.7 in rapidity y and azimuthal anglep.
Rapidity is related to the polar scattering an@lewvith respect to the beam axis by
y=0.5In[(1+Bcosh)/(1— Bcosh)]| with B = |p|/E. The jets in an event are ordered
in descending transverse momentpmwith respect to the beam axis.

The position of thegp interaction is reconstructed using a tracking system stingj
of silicon microstrip detectors and scintillating fiberscéted inside a 2T solenoidal
magnet [1], and is required to be within 50 cm of the detectorter along the beam
direction. The jet four-momenta are corrected for the raspmf the calorimeter, the net
energy flow through the jet cone, energy from event pile-upraaltiple pp interactions,
and for systematic shifts iy due to detector effects [5]. Cosmic ray backgrounds
are suppressed by requirements on the missing transvemsemiam in an event [5].
Requirements on characteristics of the shower shape adldauseappress the remaining
background due to electrons, photons, and detector nasenimic jets. The efficiency
for these requirements is above.8%, and the fraction of background events is below
0.1% at all p7"®~.



ELASTIC SCATTERING AND MINIMUM BIAS EVENTS

A dedicated set of detectors placed near the beamline ade inseonjunction with the
rest of the D@ detector and readout system, to study elasticléfractive processes.
These Forward Proton Detectors (FPDs) consist of eightrgpate spectrometers, with
six layers of scintillating fiber planes each. Data takerhwite FPDs were produced
under special running conditions of the Tevatron, chareeeteé by single bunches and
afB* = 1.6m. An integrated luminosity of” ~ 30 nb~! was accumulated under these
conditions.

In figure 1 the differentialpp cross-section as a function of momentum transfer
do/d|t], is shown. The preliminary D& measurement is indicated lldlok data points,
and overlaid are previous results taken by the CDF[3] andOEH lexperiments at a
pp cross-section of 1.8 TeV. our measurement extends the m@ainpgs measurement
significantly, and provides the first measurement of the diifftaction minimum in the
elastic differential cross section.
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FIGURE 1. The preliminary D@ measurement of tp@ elastic cross-section at 1.96 TeV, with com-
parisons to earlier measurements made at 1.8 TeV (see terfévences).

While jet production is described reasonably well by pdrative QCD convoluted
with PDFs, a variety of topics (usually grouped under thedimenof “soft QCD pro-
cesses”) are not amenable to a pertubrative QCD calculafivese would include the
development of showers in jets, the underlying events preddrom the remnant par-
tons of a collision and possibly initial state radiationnimum bias events, etc. Models
of these processes require comparison to experimentdig@sorder to tune the model
parameters. We have studied the angular separation in thetdetransverse planag,
between the leading track in the eveng|{agand all other tracks in the event, as a way
to characterize minimum bias events. This variable is thenpared to several Monte
Carlo tunes and models.

In order to create a sample of minimum bias events, we firgtselvents with exactly
two muons withpt > 2 GeV, both associated with the primary vertex of the event.
We require that the event contains one more additional mimrbias vertices, with at
least five tracks associated to each vertex. These minimasmMeirtices are required to
separated from the primary vertex by at 5 cm, and to be witQier8 of the center of
the detector. All tracks are required to hgwe > 0.5 GeV and to be withinn| < 2.0.



Approximately 4.3 million minimum bias vertices were foutndsatisfy these selection
requirements.

For each minimum bias vertex, the angular separation betles track with the
largestpt and every other track associated with the same minimum leidewis com-
puted. The background-subtracted distribution (usingyonial fit to the distribution)
is then normalized to the number of tracks, as only the sh&figeaesulting distribu-
tion is important for comparison to models. The normalizetkground-subtractekip
distribution is shown in Fig. 2, in bins af/50, for two different ranges of leading track
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FIGURE 2. The normalized distribution akg to the leading track in the same minimum bias vertex,
for (a)|n| < 1.0 and (b)|n| < 2.0. Error bars include systematic uncertainties.

We have compared the distribution obtained from data withestunes and models
implemented in PYTHIA version 6.421 in twg | rangesin| < 1, historically the region
for which tuning data is provided [20], and| < 2, the region accessible with the DJ
detector. The comparison of the dai@ distribution, subtracted and normalized, to three
PYTHIA tune and model implementations (Rick Field’s Tune2A], the Perugia O tune
(PO) [22], and the Generalized Area Law model of color reemtions (GAL) [23]) in
those twgn | ranges are shown in Fig. 2 (a) and (b). These tunes and modetivosen
because they have a range of interesting features. Tuneiét@ibally significant and
usesQ?-ordered parton showers, while tune PO is a more recent thigis an update
of the First Sandhoff-Skands tune (S0) [28] and uggsordered showers. They both
use the color-annealing model for color reconnections. @Alased on tune SO but uses
the Generalized Area Law color reconnection model. In campgahe distributions in
Fig. 2 (a) and (b), it is clear that the extended reach of thede&@ctor allows us to
access a region that affects the shape significantly andewhemMonte Carlo tunes and
models present large differences, increasing the tunimgepo

We define a second observable by assigning the tracks tq tkegions based on the
rapidity of the leading track. We define tracks to belong t® thame” region if their
n values have the same sign as the leading track, and “opposierwise. We define
our observable to be the distribution resulting from thetsadtion of the “opposite”
region distribution from the “same” region one, and themmalized, again minimizing
the effect of fakes and tracking efficiency



The distribution of the “same-oppositA% distribution is shown in Fig. 3, for the two
rangegn| < 1.0 and|n| < 2.0, along with the predictions from PYTHIA for the models
listed before. Here the structure of the distribution braad has a high same-side and
flattened tail. The largg acceptance of the D@ detector allows us to access regions tha
affect the shape of this distribution, and where signifiatiatrepancies between data
and the Monte Carlo models exist.
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FIGURE 3. The normalized distribution adkg for same-opposite sides to the leading track in the same
minimum bias vertex, for ()| < 1.0 and (b)|n| < 2.0. Error bars include systematic uncertainties.

We evaluated the systematic uncertainties in our measuntebyevarying cuts in
both data and Monte Carlo. The largest systematic uncéytaipproximately 1%, was
found to be due to the minimum number of tracks required tetrant a minimum bias
primary vertex. The combined systematic uncertaintiesath bbservables is estimated
to be 2.8%.

Double Parton Events

Many features of high energy inelastic hadron collisionpedwl directly on the
parton structure of hadrons. The inelastic scattering ofaans need not to occur only
through a single parton-parton interaction and the coutiob from double parton (DP)
collisions can be significant. The rate of events with midtjarton scattering depends
on how the partons are spatially distributed within the aaol The DP cross sections

can be expressed as [24][20}p = ‘(’;;?fB wheregp andog are the cross sections of two

independent partonic scatterings A and B. The process emlmt scaling parameter
Oef + has the units of cross section. Its relation to the spatsatidution of partons within
the proton has been discussed in [24] through [27]. The mi@.f ¢ can be interpreted
as the probability for partonic process B to occur provideat process A has already
occurred.

We have measured the rate of DP events, using the data eodlleih the D& detector
during Run lla, which after applying all the data qualityteria and the trigger selec-
tions, corresponds to an integrated luminosity of abo02 4 0.06fb~. To determine
the fraction of DP events, we select the sample/af3 jets events with the require-




ment of only one event vertex (“1VTX" sample). The event &eishould have at least
three associated tracks and the distance to the center déteetor along the beam axis
should be less than 60 cm. There should be at least one phatdiidate withp! be-

tween 60 and 80 GeV and passing quality cuts, and at Ieaﬂ@ijﬂ&tp’Tet > 25/15 GeV
(leading/second or third) ang| < 3.0 and passing jet quality requirements.

The pr spectrum for jets from dijet events falls faster than thajdts resulting from
initial or final state radiation in thg+jet events, and thus DP fractions should depend
on the jetpt [24][27]. The DP fractions andis; are determined in thre[a'TGtz bins
15-20, 20-25, and 25-30 GeV using a data driven method tpatiexa difference in
distributions of theAS variable; defined aAS = Ag( p¥"ai, p'Tet“a"), representing the
opening angle of the two best balancing pairs of jets. TheevafASis chosen so that it
minimizes on of the three variablégr,spgr, andSy, based on jepr resolution, average
pr, and@ resolution, respectively [29]. In most evends§ is minimized by pairing the
photon with the leading jet.

_In figure 4 we show the measured fraction of Di3g)events, in three intervals of
p'Tetz. These are extracted from th&, AS,; andAS;; as indicated in the figure. On the

right, a comparison to th&p measurement is made to the PYTHIA Monte Carlo with
two common tunes, tune A and Perugia tune SO [28].
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FIGURE 4. a) The fraction of double parton (DP) measured in tl"p)?@ intervals, extracted from the
ASy, ASp; andASp/T distributions described in the text. b) A comparison of therage measured fraction

of DP events in the threp-jrGt2 intervals, compared to prediction based on the PYTHIA Md2delo
The fraction of DP events, combined with a similar measurgrofdouble interaction
(DI) events, is used to extract the effective cross seatigp. Figure 5 shows the value

of gef measured in the three bins p#az. Only a weakpr dependence is observed.
The value averaged over the three bing = 16.4 & 0.3(stat}-2.3(syst) mb.

INCLUSIVE AND DIJET PRODUCTION

The largest higlpt production cross section at a hadron collider is that ofgetsiuced
from final states containing quarks and/or gluons. This lugiss section provides a
unique sensitivity of new physics, but in the absence of nesng dynamics precision
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FIGURE 5. The effective cross sectiam; for double parton (DP) events, as measured in tlpﬂ,gé
intervals.

jet measurements provide important tests of pQCD. The teghlr of the Tevatron in
both momentum transfeQ@) and parton momentum fractionprovides broad kine-
matic reach in which to test NLO pQCD predictions, as well es/jgling sensitivity to
PDFs and the running of the strong coupling constant

For all jet studies, a jet energy scale (JES) correctiondieghto jet four momentum
as the measured four momentum of a jet is not the same as tlaajedfentering the
calorimeter due to the response of the calorimeter; engngwering in and out of
the cone; and additional energy from detector noise, eviderup and multiplepp
interactions. The JES correction is determined usingphénbalance iny+ jet and
dijet events. The additional energy from pile-up and midtipteraction is determined
from a minimum bias sample. The JES corrections are of therartl50% for a jet
energy of 50 GeV and 20% for a jet energy of 400 GeV. Howevethe 0.7 pb-1 data
sample used for the measurements presented in this taléct=al with the D@ detector
during 2004—-2005 in Run Il of the Fermilab Tevatron Colliddée uncertainty on the
JES is very small, less than 2% over jgts from 60 to 300 GeV.

For the sake of brevity, the reader is directed to referebtéof a discussion of the
inclusive jet cross section measurement, reference [9htodetails on the extraction of
the strong coupling constant from the inclusive jet crosdise, and to references [6]
and [7] for discussion of the dijet chi and azimuthal dedatren measurements.

More recently D@ has measured the dijet cross section asdidanof the dijet
invariant mas#/;;[8]. This cross section is measured in six regiong.k, the rapidity
of the leading jet in the event. Figure 6 (left) shows the Itesy measurements, while
figure 6 (right) shows the measured cross section dividedh&yNL_O prediction from
theNLQJET++ [10] program. This measurement in an important extensiq@ZD to
the forward region, and includes measurement of dijet iamamasses up to 1.2 TeV.
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FIGURE 6. a) Dijet mass cross sections, shown for six regionsygfx|. (Note that these regions
scaled for plotting, wtih the exception Ofiax| < 0.4.) Full lines correspond to the NLO calculations
with NLOJET++ and MSTW2008 PDFs. b) Dijet mass cross sedfigided by NLO prediction, with
total systematic uncertainties indictaed by the shadedid@he dataset corresponds to an integrated
luminosity of 0.7 fo L.

MULTIJET PRODUCTION

In the analyzes presented, we measured the trijet croisiseas a function of the
invariant massMge; of the three-jet system, and study the ratio of the inclusiyet
and dijet cross sections.

In both the three-jet cross-section measurement and theurezaent oRs),, events
are triggered by a single higpr jet above a particular threshold. In eap®?* bin,
events are taken from a single trigger which is chosen siatithie trigger efficiency is
above 99% for dijet and for trijet events. Jets in the 2 or 3 jet samples were selected
with |y| < 2.4, and separation in the plane of rapidity and azimuthaleaiy)l, between
all pairs of then leading pr jets larger than twice the cone radiugj(> 2- Rcone)-
The rapidity requirement restricts the jet phase spacegodbion where jets are well-
reconstructed in the D@ detector and the energy calibragidmown to 12% — 2.5%
for jets with 50< pt < 500GeV. The separation requirement strongly reduces tageph
space for which the leading jets had overlapping cones which were split durireg t
overlap treatment of the jet algorithm.

Measurement ofdo /dMgjer and Rs >

We measure the differential inclusive three-jet crossigecas a function of the
invariant three-jet mass for three hard, well separatedidhree regions of jet rapidities
(ly] < 0.8, |y| < 1.6, |y| < 2.4 for all three jets) and in three regions of the third jet
transverse momentunpfs > 40 GeV,pr3 > 70 GeV andprz > 100 GeV) with leading




jet pr > 150 GeV. The three-jet mass spectra are shown in Fig. 7.
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FIGURE 7. a) Three-jet mass cross section in regions of jet rapidifibe |y| < 2.4 region is scaled
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mass bins is shown by shaded band. Full lines corresponé td1ltkD calculations with NLOJET++ and
MSTW2008 PDFs. In both figures, the dataset correspondsitdegrated luminosity of 0.7 fot.

The data are compared to the perturbative QCD NLO predisticalculated in
NLOJET++[10] program with MSTW2008NLO[11] PDFs. The NLQepliction is cor-
rected for hadronization and underlying event effectshwitrrection varied in the range
from -3% to 6%, obtained from PYTHIA[12] simulations usingne QW/[13]. The com-
parison of data to theory is shown in Fig. 8.
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FIGURE 8. Data to theory ratio of the three-jet mass cross section rieetlegions of jet rapidi-
ties.The total systematic uncertainty is shown by a shaded.bThe PDF uncertainty comes from the
20 MSTW2008NLO eigenvectors. The scale uncertainty isrdeteed by varying the scale up and down
by a factor of 2.

The ratio of inclusive jet cross sectiomf,, (PT'™) = (do>3jet/dpT®) /(d0>2-jet/dPT),
is less sensitive to experimental and theoretical unceits than the individ-
ual cross sections, due to cancelations of correlated taicges. HereRgz/, is
measured as a function of the leading jet in an event, pT'® in the interval

(P + 30GeV) < pi"a < 500 GeV, forp" requirements of 50, 70, and 90 GeV.



The results are displayed in Fig. 9, where the inner errcs tepresent the statistical
uncertainties while the total error bars represent the igii@dsums of statistical and
systematic uncertainties. The data are compared to thecpoed from different Monte
Carlo event generators. Tle®iERPA v1.1.3 predictions [14], which include the tree-
level matrix elements for 2-, 3-, and 4-jet production, dreven as solid lines in Figs. 9.
These were obtained using default settings and MSTW2008hBsRand by matching
the leading order matrix elements for 2-, 3-, and 4-jet pobida with a parton shower.

In addition, the data are compared to predictions from th& A event generator
(version 6.422). The matrix elements implemented in PYTldk& only those for 2-
jet production. All additional jet emissions are producgdalparton shower. There are
two different implementations, a virtuality-ordered marshower and @r-ordered one.
Both are highly tunable and more than 50 tunes are provid&®YiRHIA v6.422. All
tunes studies here use the CTEQS5L PDFs [15].

In Fig. 9 the data are compared to PYTHIA tunes which useptherdered parton
shower [16, 17]. These are tune “Professor pT0” [18] and twtoeene tunes from the
“Perugia” series of tunes [19], the tunes “Perugia hard” ‘@wetugia soft”. All of these
tunes give very different results fét;, but all predict significantly higher ratidss ,
than what is seen in the data, even for the softest tune frerRéugia series.
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FIGURE 9. The ratioRg, of trijet and dijet cross sections, measured as a functidcheteading jet

pr (P for different p™" requirements for the other jets. The predictionseERPAaNdPYTHIA (for
three tunes using ther-ordered parton shower) are compared to the data.

SUMMARY

The D@ experiment at the Fermilab Tevatron collider has leeemmously successful,
and continues to produce important physics measuremests,df the Standard Model,
and searches for new phenomena. Only a small portion of the-@@ted analyzes
we have pursued could be shown in this talk. The reader isdutgecheckht t p:

/ I ww dO. f nal . gov/ resul t s/ i ndex. ht m for the latest results.
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