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II. ITERATED AND NESTED RESIDUES
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ONE-LOOP DIAGRAMS

To obtain the duality relation, we apply Cauchy’s 
residue theorem (CRT) in the loop energy 
complex plane and selecting residues with 
definite positive energy and negative imaginary 
part (which is done with the contour      )

Catani, Gleisberg, Krauss, Rodrigo, Winter, JHEP 09 (2008) 065
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ONE-LOOP DIAGRAMS

‣    the set of indices of the internal lines. 

‣   is the negative-imaginary-part on-shell energy of the -th internal particle. 

‣  is the propagator of the -th internal particle when the -th internal particle set on-

shell and  is the energy of the momentum  whenever . 

‣ CRT reduces the dimension of the integration space in 1. If it is applied to the energy of the loop 
momentum, the final integral is performed over the phase space.
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II. ITERATED AND NESTED RESIDUES

One-loop scalar integrals (or scattering amplitudes in any relativistic, local and unitary 
QFT) represented as a linear combination of N single-cut integrals 
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Figure 4.2: General scalar 1-loop diagram.

Each of the Feynman propagators can be written in the form
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2 +m
2
i � ı0 is the positive on-shell energy1. It is important to emphasize

that this definition is independent of the number of loops in Feynman diagram and that

Im
⇣
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, by definition, is always negative. Thus, the integral can be rewritten in the
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where the third index of pi,j is related to the energy component of the 4-momentum. In
order to apply Cauchy’s residue theorem, let `0 be promoted to the complex plane. It
is important to notice that, for non-vanishing external momenta {pi}N , all the poles are
simple poles, as shown in Fig. 4.3.

Therefore, Cauchy’s residue theorem can be applied with the contour enclosing the

lower half-plane, selecting the poles q(+)
i,0 . Then, L(1) has the form

L
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with GF (q
(+)
i,0 � pj,i,0, ~qj) being the propagator of a particle with energy q

(+)
i,0 � pj,i,0 and

momentum ~qj .

1It is important to stress that Feynman propagator depends on a 4-momentum q, which means that
it depends on four parameters, say the energy component of the 4-momentum q0 and its 3 components
of the 3-momentum ~q (in general, a function of the 4 coordinates of the 4-vector q). This is, Feynman
propagators can be written as functions of a 4-momentum GF (q), as well as functions of the energy and
the 3-momentum GF (q0, ~q).
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ONE-LOOP DIAGRAMS

▸ In the case of the scalar two-point function (Bubble function), 
the algebraic simplification of the residues add physical 
divergencies only. 
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After splitting the integrand of Eq. (4.13) through partial fractions, it is obtained the
expression
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Eq. (4.14) has interesting properties due to the fact that Re(q(+)
i,0 ) > 0. First, it

can be observed that threshold divergences are present for di↵erent energies of the ex-
ternal particles. If p0 > 0, the divergence manifestly appear in the second term, when

q
(+)
1,0 + q

(+)
2,0 = p0. Else, if p0 < 0, the divergence appears evidently in the first term, when

q
(+)
1,0 + q

(+)
2,0 = �p0. Second, it is evident that non-causal singularities, Sec. 3.4, are not

present in the integrand of Eq. (4.14). Only causal thresholds appear, so that the inte-
grand of Eq. (4.14) exhibits the causal representation of the scalar 1-loop 2-point function.

Causal structure of any diagram is naturally obtained from LTD. This is an astonish-
ing result which turns out to be deduced from the residues of Feynman integrands with
respect to the energy components of the loop momenta. Nevertheless, some ideas of the
formal mathematical proof are given below.

The structure of Eq. (4.10) gives an important insight of what to expect for an arbitrary
L-loop diagram. This structure shows that, even in a 1-loop level diagram, the complexity
of obtaining the causal structure becomes higher whenever the number of vertices within
the loop structure of the diagram increases.

4.1.2 The Loop-Tree Duality at two loops

The next case of interest is the scalar 2-loop diagram, with an arbitrary number of external
legs N . This diagram is depicted in Fig. 4.4. In this diagram, several internal momenta
have the same dependence on the loop momenta `1 and `2. These sets of internal momenta
can be defined by indices as follows:

1 = {`1 + p1,i |1  i  r} ,

2 = {`2 + pr+1,j |r + 1  j  l} ,

3 = {`1 + `2 + pl+1,k|1  k  N} .

(4.15)

With these sets, let us define a Feynman-propagator function as the product of Feyn-
man propagators of each set,
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Y

qj2i
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In addition, it is possible to define products of these Feynman functions as
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Therefore, the scalar 2-loop integral can be written in a compact form as

L
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= +
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ITERATED 
RESIDUES

II. ITERATED AND NESTED RESIDUES

MULTI-LOOP DIAGRAMS: ITERATED RESIDUES

▸ CRT

Chapter 4

The Loop-Tree Duality at higher
perturbative orders

The Loop-Tree Duality (LTD) [56–62] is a mathematical framework that exhibits inter-
esting properties with respect to the customary Feynman representation of multi-loop
scattering amplitudes [63–68]. Based on Cauchy’s residue theorem, LTD can be applied
to any QFT in Minkowski space with arbitrary d space-time dimensions. This framework
allows to transform an L-loop integral over an Ld-dimensional Minkowski space into an
integral over an L(d � 1)-dimensional integration space. LTD can be easily applied to
an arbitrary L-loop Feynman diagram, LTD tells us how to cut internal lines in such a
way that the study of this diagram can be rephrased to the study of a sum of tree-level
diagrams. Furthermore, cancellation of non-physical divergences becomes explicit in this
formalism. In this Chapter, an introduction to the LTD groundwork is given for a scalar
theory. An extensive study on the mathematical subtleties are given in Chapter 5.

4.1 Loop-Tree Duality in a nutshell

As mentioned before, LTD framework is based on Cauchy’s residue theorem, which states:
Let f : C! C be a meromorphic function with poles ↵ = {z1, . . . , zn}. Let C be a contour
within C enclosing a subset � of the poles ↵. Then,

Z

C

f(z)dz = 2⇡ı
X

j2�
�jRes(f, {z, j}), (4.1)

where �j is the winding number of C for a point zj inside C, defined by
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Z

C

dz

z � zj
. (4.2)

For the case of Feynman integrals (which are integrals over a real Minkowski space), it
is possible to promote the energy component of the loop momenta to the complex plane
and, as a convention, the contour of integration will be always a simple closed contour
surrounding the lower half plane as shown in Fig. 4.1, so that the positive real part of the
energy is taken into account. In this manner, �j = �1 for all j and all of these integrations.

A full study of 1- and 2-loop scalar diagrams is quite instructive for the application of
LTD formalism and will give insight to what is expected in the following.

▸ The application of CRT to a multi-loop diagram demands the 
promotion of the integration variable to . All other variables 
remain real. 

▸ For the same contour of integration, the final result of CRT let 
us use the equation,
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Let f : C! C be a meromorphic function with poles ↵ = {z1, . . . , zn}. Let C be a contour
within C enclosing a subset � of the poles ↵. Then,
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energy is taken into account. In this manner, �j = �1 for all j and all of these integrations.
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f(z) dz = − 2πı ∑
z0∈P
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where  is the set of all poles of the integrand .P f(z)
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II. ITERATED AND NESTED RESIDUES

MULTI-LOOP DIAGRAMS

▸ The iterated residues make evident the presence of poles with 
non-definite imaginary-part sign poles, the displaced poles. 

Aguilera-Verdugo, Hernandez-Pinto, Rodrigo, Sborlini, Torres Bobadilla, JHEP02 (2021) 112

Pole structure of the scalar sunrise diagram.
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76 Mathematical foundations for multi-loops and legs computations ...
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Figure 5.1: Pole structure of I(2)
MLT as a function of q2,0.

real part depends explicitly on q1,0, so these poles are located in some point along two

horizontal lines in the q2,0-complex plane. The pole structure of the function I
(2)
MLT can be

sketched as in Fig. 5.1, where the dashed lines represent the poles ±q
(+)
3,0 � q1,0.

Following the computations given in Sec. 4.1.2, the first iteration of the iterated residue
leads to two terms, namely,
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(5.17)

Each of the terms in Eq. (5.17) has its own pole structure. However, the displaced pole

q
(+)
3,0 � q

(+)
2,0 is common in both terms. Pole structures of t1 and t2 are depicted in Fig. 5.2,

where the gray blob represents the location of the displaced pole, as the imaginary part is
still indeterminate. From Fig. 5.2 it can be seen that all poles but the displaced pole of one
term is the reflection of the poles of the other term with respect to the origin. This shows
that t1 and t2 are related. It can be noticed that, closing the integration contour around
the lower half-plane for one term is equivalent to close the integration contour around the
upper half-plane, together with an overall opposite sign. As the displaced pole appears
in both contours, it gives opposite contributions to the residue of each term, resulting on
their cancellations.

Given the cancellation of the contributions of the displaced poles, it is possible to de-
fine an algorithm analogous to the iterated residue, but this time restricting the selection
of the negative imaginary part poles to the non-displaced negative imaginary part poles.
This algorithm is called the nested residues. Naturally, both iterated and nested residues
lead to the same results. The main di↵erence between iterated and nested residues is
that displace poles contribute to the former (and then their cancellation happens) while
displaced poles are absent in the later. The iterated residues are the result of the direct



II. ITERATED AND NESTED RESIDUES

MULTI-LOOP DIAGRAMS

▸ The computation of the second integral with CRT demands the 
knowledge of the sign of the imaginary part of the poles.
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Diagrammatic representation of the pole structure of both term in the integrand for the second integral.
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Figure 5.2: Pole structure of the first iteration of the iterated residues of I(2)
MLT as a function

of q1,0 sketched term by term.

application of Cauchy residue theorem, while the nested residues account for the cancel-
lation of displaced poles and lead to a more e�cient implementation of LTD.

It is important to notice that, in both cases, iterated and nested residues, the order of
the residues is not commutative and gives rise to di↵erent expressions. For example, for
the sunrise diagram, a direct computation of the nested residues, first with respect to q1,0

and then with respect to q2,0, leads to
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(5.18)

Comparing Eq. (5.18) with Eq. (4.29) it can be perceived that the expressions are
di↵erent term by term. Fortunately, both expressions lead to the same causal representa-
tion, Eq. (4.30). If one starts the calculation of the nested residues with the qL,0 energy,
followed by qL�1,0, and so on, one obtains the following general expression for the MLT(L)
integrand after the i-th iteration,

GF (1, . . . , L, L+ 1) ! GF (1, . . . , L� i)

⇥

L+1X

j=L�i+1

GD(0(L�i+1), . . . , 0(j�1), 1 . . . (L� i)(L�i+1)...(j�1)(j+1)...(L+1), 0(j+1), . . . , 0(L+1)).

(5.19)

The proof of Eq. (5.19) is given by mathematical induction in Appendix D. In partic-
ular, for i = L, Eq. (5.19) gives

GF (1, . . . , L+ 1) !
LX

i=1

GD(0(1), . . . , 0(i�1), 01...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1)), (5.20)

Sign of the imaginary part?
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NESTED RESIDUES

▸ The contributions of the displaced poles 
cancel, leaving the residues of the 
negative-imaginary part poles only.

▸ Defining the set  as the set of 
definite negative-imaginary part poles of 
the integrand, then we can define the 
nested residues.

P(+)

∫
C

f(z) dz = − 2πı ∑
z0∈P(+)

Res (f(z), {z, z0}) ,

q(+)
i,0 − q(+)

j,0

∑
i∈Ω

q(+)
i,0

NESTED 
RESIDUES
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II. ITERATED AND NESTED RESIDUES

CAUSAL AND NON-CAUSAL DIVERGENCES

▸ We say a non-causal divergence 
is the one that appears within 
the integration domain of a 
multi-loop phase space.

▸ A causal divergence is the 
kind of divergence that 
depends only on the 
configuration of external 
momenta.

Aguilera-Verdugo, Hernandez-Pinto, Rodrigo, Sborlini, Torres Bobadilla, JHEP02 (2021) 112
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HIGHER PERTURBATIVE ORDERS

▸ An algebraic simplification of the nested residues to the 
scalar sunrise integral leads to causal divergences only.

= +
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III. THE LOOP-TREE DUALITY

TOPOLOGICAL FAMILIES

Feynman diagrams can be classified by the number  of vertex of the diagrams, the 
topological families. The number  is called topological complexity. 

▸ The simplest topological family (2 vertices) form the Maximal Loop Topology (MLT) family. 

▸ Diagrams with 3 vertices form the Next-to Maximal Loop Topology (NMLT) family. 

▸ Diagrams with  vertices form the Next-to-…-Next-to Maximal Loop Topology (N MLT) 
family.

n
τ = n − 1

n n−24.1 Loop-Tree Duality in a nutshell 65

1

2

3

L�+�1

Figure 4.5: Feynman diagram for the MLT(L) topology.
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1 i� 1

L+ 1 i+ 1

1i� 1
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Figure 4.6: Action of the nested residue to a MLT(L) diagram. External momenta are
omitted in order to easily see what nested residues do to the sets of internal momenta.

If there is only one propagator in each set and external particles are attached to the
two vertices adding up an external momentum p1, so that qL+1 = �

P
qi+p1, this relation

of the MLT diagram can be reduced through partial fractioning into the relation

I
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⇣
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⌘
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q
(+)
i,0 + p1,0

+
1

L+1P
i=1

q
(+)
i,0 � p1,0

1

CCCA
, (4.55)

in accordance with Eqs. (4.14) and (4.30), for the cases L = 1 and L = 2 respectively.

Eq. (4.55) shows the causal representation of the MLT diagram with L loops. In light
of Eq. (4.55), it can be remarked that both L

(1)(p) and L
(2)(p) are particular cases of MLT

diagrams, with L = 1 and L = 2 respectively. The first factor appears in a natural way in
every topological family. Hence, it is convenient to define the factor

xk =
kY

i=1

⇣
2q(+)

i,0

⌘
. (4.56)

Besides, it can be defined the function

�
±
1 =

L+1X

i=1

q
(+)
i,0 ± p1,0, (4.57)

which represents the causal thresholds of the MLT(L) diagram as a natural generalization
of Eqs. (4.14) and (4.30). This is the reason why these functions are called causal denom-
inators. Finally, according to this notation, the causal representation of MLT diagrams

66 The Loop-Tree Duality at higher perturbative orders

can be written in the compact form,

I
(L)
MLT(p1) !

1

xL+1

✓
1

�
+
1

+
1

�
�
1

◆
. (4.58)

It is important to notice that all the q
(+)
i,0 terms in Eq. (4.57) have positive real part.

This can be interpreted as all the internal momenta flow incoming or outgoing from a
vertex. In this manner, Eq. (4.55) and (4.58) are diagramatically depicted in Fig. 4.7.

1

2

3

L+ 1

+

1

2

3

L+ 1

Figure 4.7: Graphical interpretation of the causal representation of the MLT(L) diagram.

In order not to overload the notation, from now on the contributions of external mo-
menta are not going to be explicitly written as super-indices when they make it di�cult
to follow the computation. Although, we recall that this multi-leg scenario has been con-
sidered in the following. Hence, from now on, no super-indices, meaning the presence of
external momenta, are going to be written explicitly.

The diagram with the next topological complexity corresponds to the L-loop Next-to-
Maximal Loop Topology (NMLT(L)) diagram. This diagram is depicted in Fig. 4.8 where,
as in the MLT topological family, L + 1 = 1 . . . L, and also L + 2 = 12, whose integrand
is given by the function

I
(L)
NMLT = GF (1, . . . , L, 1 . . . L, 12) = GF (1, . . . , L+ 2). (4.59)

1

2

L+ 2

3

L+ 1

Figure 4.8: Feynman diagram of the NMLT(L) topology.

As mentioned before, LTD formalism cuts internal lines in such a way that all spanning
trees of the given graph are taken into account. Also, the insertion of MLT diagrams into
higher topological complexity diagrams can be thought as a single propagator. In this
manner, it is possible to consider only the NMLT diagram with the minimum number of
loops, which is the NMLT(1) diagram. In order to make it evident, the set of propagators
{3, . . . , L+1} represents an MLT(L�2), while both propagators 1 and 2 form an MLT(1)
insertion. Thus, after the reduction of the MLT insertions into a single propagator, the
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Figure 4.10: N2MLT(L) diagram with L loops.

where the convolution symbols are defined as follows:

GD(1 [ L+ 3, 2, L+ 2 [ 3)⌦G
⇤
4...(L+1)(123)

= GD(0(1), 01(L+2), 0(3), 0(L+2), 013(L+2))

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 0(L+2)3...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(02(L+2), 0(2), 0(3), 023)

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 0(L+2)3...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(03(L+2)(L+3), 03(L+3), 0(3), 0(L+2), 0(L+3))

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 0(L+2)3...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(0(1), 0(2), 02(L+3), 012, 0(L+3))

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 01(L+3)4...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(0(1), 03(L+3), 0(3), 013(L+3), 0(L+3))

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 01(L+3)4...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(0(1), 01(L+2), 01(L+2)(L+3), 0(L+2), 0(L+3))

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 01(L+3)4...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(02(L+2), 0(2), 02(L+3), 0(L+2), 0(L+3))

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 02(L+2)(L+3)4...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1))

+GD(0(1), 0(2), 0(3), 012, 023)

⇥

L+1X

i=4

GD(0(4), . . . , 0(i�1), 01...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1)),

(4.67)

MLT diagram with  loopsL NMLT diagram with  loopsL N MLT diagram with  loops2 L
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III. THE LOOP-TREE DUALITY

TOPOLOGICAL FAMILIES

The topological classification of Feynman diagrams showed 
a great power when studying arbitrary -loop diagrams. The 
topology of the diagrams is encoded within the relations of 
the internal momenta with the loop momenta.

L

TOPOLOGY

INTERNAL MOMENTA

qL+i =
L

∑
j=1

αij qj +
N

∑
j=1

βij pj

Aguilera-Verdugo, et al, Phys. Rev. Lett. 124 211602
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III. THE LOOP-TREE DUALITY

MAXIMAL LOOP TOPOLOGY 

After applying the nested residues to the scalar MLT( ) 
diagram with and  internal particles, a term related 
with each spanning tree is obtained.

L
n = L + 1
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J. Jesús Aguilera-Verdugo (a), Félix Driencourt-Mangin (a), Roger J. Hernández-Pinto (b),
Judith Plenter (a), Selomit Ramı́rez-Uribe (a,b,c), Andrés E. Renterı́a-Olivo (a), Germán

Rodrigo (a), Germán F. R. Sborlini (a), William J. Torres Bobadilla (a), and Szymon Tracz (a)

a Instituto de Fı́sica Corpuscular, Universitat de València – Consejo Superior de
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Multiloop scattering amplitudes describing the quantum fluctuations at high-energy scattering processes are
the main bottleneck in perturbative quantum field theory. The loop-tree duality is a novel method aimed at over-
coming this bottleneck by opening the loop amplitudes into trees and combining them at integrand level with
the real-emission matrix elements. In this Letter, we generalize the loop-tree duality to all orders in the per-
turbative expansion by using the complex Lorentz-covariant prescription of the original one-loop formulation.
We introduce a series of mutiloop topologies with arbitrary internal configurations and derive very compact and
factorizable expressions of their open-to-trees representation in the loop-tree duality formalism. Furthermore,
these expressions are entirely independent at integrand level of the initial assignments of momentum flows in
the Feynman representation and remarkably free of noncausal singularities. These properties, that we conjecture
to hold to other topologies at all orders, provide integrand representations of scattering amplitudes that exhibit
manifest causal singular structures and better numerical stability than in other representations.

INTRODUCTION

Precision modeling of fundamental interactions relies
mostly on perturbative quantum field theory. Quantum fluc-
tuations in perturbative quantum field theory are encoded by
Feynman diagrams with closed loop circuits. These loop
diagrams are the main bottleneck to achieve higher pertur-
bative orders and therefore more precise theoretical predic-
tions for high-energy colliders [1, 2]. Whereas loop inte-
grals are defined in the Minkowski space of the loop four-
momenta, the loop-tree duality (LTD) [3–22] exploits the
Cauchy residue theorem to reduce the dimensions of the in-
tegration domain by one unit in each loop. In the most gen-
eral version of LTD the loop momentum component that is
integrated out is arbitrary [3, 4]. In numerical implementa-
tions [7, 8, 10, 11, 13, 14, 16, 21, 22] and asymptotic ex-
pansions [12, 17], it is convenient to select the energy com-
ponent because the remaining integration domain, the loop
three-momenta, is Euclidean.

LTD opens any loop diagram to a forest (a sum) of nondis-
joint trees by introducing as many on-shell conditions on the
internal loop propagators as the number of loops, and is re-
alized by modifying the usual infinitesimal complex prescrip-
tion of the Feynman propagators. The new propagators with
modified prescription are called dual propagators. LTD at
higher orders proceeds iteratively, or in the words of Feyn-
man [23, 24], by opening the loops in succession. While
the position of the poles of Feynman propagators in the com-
plex plane is well defined, i.e., the positive (negative) energy
modes feature a negative (positive) imaginary component due
to the momentum independent +ı0 imaginary prescription,
the dual prescription of dual propagators is momentum de-
pendent. Therefore, after applying LTD to the first loop, the
position of the poles in the complex plane of the subsequent

loop momenta is modified. The solution found in Refs. [4, 5]
was to reshuffle the imaginary components of the dual propa-
gators by using a general identity that relates dual with Feyn-
man propagators in such a way that propagators entering the
second and successive applications of LTD are Feynman prop-
agators only. This procedure requires to reverse the momen-
tum flow of a few subsets of propagators in order to keep a
coherent momentum flow in each LTD round.

1
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3

n

=
Pn

i=1

1

i� 1

i

i+ 1

n
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2

12

3

n
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2

12

23
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4

n
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12

1

3

123

4

m

2

FIG. 1. Maximal loop topology (left) and the corresponding open
dual representation (right). An arbitrary number of external legs is
attached to each loop line. All the propagators in the set i on the
rhs are off shell, while the dashed line represents the on-shell cut
over the other n� 1 sets: one on-shell propagator in each set and an
implicit sum over all possible on-shell configurations. Bars indicate
a reversal of the momentum flow.

Recent papers have proposed alternative dual representa-
tions [19–22]. In Refs. [19, 20], an average of all the possi-
ble momentum flows is proposed, which requires a detailed
calculation of symmetry factors. We show in this Letter that
this average is unnecessary. In Refs. [21, 22], the Cauchy
residue theorem is applied iteratively by keeping track of the
actual position of the poles in the complex plane. The proce-
dure requires to close the Cauchy contours at infinity from
either below or above the real axis, in order to cancel the
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III. THE LOOP-TREE DUALITY

MAXIMAL LOOP TOPOLOGY

As the MLT( ) diagram is the natural generalization of the 
scalar 2-point 1-loop diagram and the scalar sunrise diagram 
with respect to the number of loops, it is possible to obtain 
the causal representation,

L

66 The Loop-Tree Duality at higher perturbative orders

can be written in the compact form,

I
(L)
MLT(p1) !

1

xL+1

✓
1

�
+
1

+
1

�
�
1

◆
. (4.58)

It is important to notice that all the q
(+)
i,0 terms in Eq. (4.57) have positive real part.

This can be interpreted as all the internal momenta flow incoming or outgoing from a
vertex. In this manner, Eq. (4.55) and (4.58) are diagramatically depicted in Fig. 4.7.

1

2

3

L+ 1

+

1

2

3

L+ 1

Figure 4.7: Graphical interpretation of the causal representation of the MLT(L) diagram.

In order not to overload the notation, from now on the contributions of external mo-
menta are not going to be explicitly written as super-indices when they make it di�cult
to follow the computation. Although, we recall that this multi-leg scenario has been con-
sidered in the following. Hence, from now on, no super-indices, meaning the presence of
external momenta, are going to be written explicitly.

The diagram with the next topological complexity corresponds to the L-loop Next-to-
Maximal Loop Topology (NMLT(L)) diagram. This diagram is depicted in Fig. 4.8 where,
as in the MLT topological family, L + 1 = 1 . . . L, and also L + 2 = 12, whose integrand
is given by the function

I
(L)
NMLT = GF (1, . . . , L, 1 . . . L, 12) = GF (1, . . . , L+ 2). (4.59)

1

2

L+ 2

3

L+ 1

Figure 4.8: Feynman diagram of the NMLT(L) topology.

As mentioned before, LTD formalism cuts internal lines in such a way that all spanning
trees of the given graph are taken into account. Also, the insertion of MLT diagrams into
higher topological complexity diagrams can be thought as a single propagator. In this
manner, it is possible to consider only the NMLT diagram with the minimum number of
loops, which is the NMLT(1) diagram. In order to make it evident, the set of propagators
{3, . . . , L+1} represents an MLT(L�2), while both propagators 1 and 2 form an MLT(1)
insertion. Thus, after the reduction of the MLT insertions into a single propagator, the
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1

2

3

L�+�1

Figure 4.5: Feynman diagram for the MLT(L) topology.

1

2

3

L+ 1

=
L+1P
i=1

i

1 i� 1

L+ 1 i+ 1

1i� 1

L+ 1i+ 1

Figure 4.6: Action of the nested residue to a MLT(L) diagram. External momenta are
omitted in order to easily see what nested residues do to the sets of internal momenta.

If there is only one propagator in each set and external particles are attached to the
two vertices adding up an external momentum p1, so that qL+1 = �

P
qi+p1, this relation

of the MLT diagram can be reduced through partial fractioning into the relation

I
(L)
MLT(p1) !

1
L+1Q
i=1

⇣
2q(+)

i,0

⌘

0

BBB@
1

L+1P
i=1

q
(+)
i,0 + p1,0

+
1

L+1P
i=1

q
(+)
i,0 � p1,0

1

CCCA
, (4.55)

in accordance with Eqs. (4.14) and (4.30), for the cases L = 1 and L = 2 respectively.

Eq. (4.55) shows the causal representation of the MLT diagram with L loops. In light
of Eq. (4.55), it can be remarked that both L

(1)(p) and L
(2)(p) are particular cases of MLT

diagrams, with L = 1 and L = 2 respectively. The first factor appears in a natural way in
every topological family. Hence, it is convenient to define the factor

xk =
kY

i=1

⇣
2q(+)

i,0

⌘
. (4.56)

Besides, it can be defined the function

�
±
1 =

L+1X

i=1

q
(+)
i,0 ± p1,0, (4.57)

which represents the causal thresholds of the MLT(L) diagram as a natural generalization
of Eqs. (4.14) and (4.30). This is the reason why these functions are called causal denom-
inators. Finally, according to this notation, the causal representation of MLT diagrams

=

Aguilera-Verdugo, et al, Phys. Rev. Lett. 124 211602



III. THE LOOP-TREE DUALITY

NEXT-TO MAXIMAL LOOP TOPOLOGY

The case of the scalar NMLT( ) diagram with  
internal particles, the nested residue leads to a non trivial 
combination of tree-level contributions, which can be 
expressed with convolutions.

L n = L + 2

4.1 Loop-Tree Duality in a nutshell 67

full NMLT(L) diagram is equivalent to a triangle diagram, and thus there is a relation
between NMLT(L) integrand and a triangle integrand,

INMLT(p1, p2, p3) ⇠ GF (1). (4.60)

The application of LTD formalism to the NMLT(L) integrand gives an interesting
relation. If the residues are applied to the energies with indices L, L� 1, . . ., 3, the MLT
insertion can be substituted by a propagator-like function

GF (3, . . . , L, 1 . . . L) ! G
⇤
3...(L+1)(12) ⇠

1

(q1,0 + q2,0)
2
�

⇣
q
(+)
3,0 + . . .+ q

(+)
L+1,0

⌘2 . (4.61)

Then, after all residues have been taken, it is obtained the relation

I
(L)
NMLT(p1, p2, p3) ! GD(1, 2, 12)⌦G

⇤
3...(L+1)(12)

+GD(1, 2)⌦G
⇤
3...(L+1)(0(3...(L+1)))⌦GD(12),

(4.62)

which can be depicted as a factorization relation as shown in Fig. 4.9.

1
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3

4
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L+ 1

+

1

2

L+ 2
⌦

3

4

5

L+ 1

Figure 4.9: Dual decomposition of NMLT(L) in terms of loop configurations with lower
topological complexity.

Convolution symbols in Eq. (4.62) are defined by

GD(1, 2, 12)⌦G
⇤
3...(L+1)(12)

=
L+1X

i=3

GD(02(L+2), 0(2), . . . , 0(i�1), 03...(i�1)(i+1)...(L+2), 0(i+1), . . . , 0(L+1), 0(L+2))

+
L+1X

i=3

GD(0(1), 01(L+2), 0(3), . . . , 0(i�1), 03...(i�1)(i+1)...(L+2), 0(i+1), . . . , 0(L+1), 0(L+2))

+
L+1X

i=3

GD(0(1), . . . , 0(i�1), 01...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1), 012),

(4.63)

and,

GD(1, 2)⌦G
⇤
3...(L+1)(0(3...(L+1)))⌦GD(12)

=GD(02...(L+1), 0(2), . . . , 0(L+1), 03...(L+1))

+GD(0(1), 013...(L+1), 0(3), . . . , 0(L+1), 03...(L+1)).

(4.64)
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III. THE LOOP-TREE DUALITY

NEXT-TO-NEXT-TO MAXIMAL LOOP TOPOLOGY

For a scalar N MLT( ), the nested residues lead to quite 
more intricate combination of tree-level contributions. This 
combination can be expressed as some other convolutions.

(2) L

4.1 Loop-Tree Duality in a nutshell 71

Both convolutions defined in Eqs. (4.67) and (4.68) include the function G
⇤
4...(L+1),

which represents the explicit expression of the o↵-shell internal momenta in terms of the
on-shell momenta. The relation given in Eq. (4.66) can be represented pictorically as
shown in Fig. 4.11.

1
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4

L+ 1
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1 2
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3
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L+ 1

+

L+ 3 1
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L+ 23
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4

5

6

L+ 1

Figure 4.11: Dual expansion of a N2MLT(L) diagram.

In general, an arbitrary topological family with topological complexity k and L loops is
denoted by Nk�1MLT(L) (Next-to-. . .-Next-To-Maximal Loop Topology), and it is expected
to have a dual expansion similar to Eq. (4.54), Eq. (4.62) and Eq. (4.66). Furthermore, it
would be seen that the Nk�1MLT(L) diagram can be studied in terms of diagrams with
lower topological complexity and fewer loops.

In this chapter, the computational aspects of the LTD framework has been studied. It
has been also presented a short-hand notation in order to give a compact representation
of the results, together with a classification of Feynman diagrams in terms of the topology
of the underlying graphs. This topological classification has shown to be a well suited
structure to study a diagram with an arbitrary number L of loops.

Aguilera-Verdugo, et al, Phys. Rev. Lett. 124 211602



III. THE LOOP-TREE DUALITY

CONVOLUTION RELATIONS

Nested residues lead to a 
combination of contributions 
associated with each spanning 
tree of the underlying graph, 
expressed as convolution 
relations.

Each convolution relation of a 
diagram with topological 
complexity  expresses the 
integrand in terms of diagrams 
with lower topological 
complexity.

τ

Nested residues could lead to causal representations of 
Feynman diagrams (iterating the convolution relations). ?
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V. CAUSAL REPRESENTATIONS

SCALAR SUNRISE DIAGRAM: CAUSAL REPRESENTATION

‣ Scalar sunrise:  

After nested residues 

 

Causal representation 
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1
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1,0 q(+)

2,0
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2
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3,0 )

2 +
1
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1
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3,0 + p0)
2

− (q(+)
2,0 )

2 +
1

4q(+)
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1

(q(+)
2,0 + q(+)

3,0 − p0)
2

− (q(+)
3,0 )

2

GF(1,2,3) →
−1

8q(+)
1,0 q(+)

2,0 q(+)
3,0 ( 1

q(+)
1,0 + q(+)

2,0 + q(+)
3,0 + p0

+
1

q(+)
1,0 + q(+)

2,0 + q(+)
3,0 − p0 )
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q1
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q2
p p
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V. CAUSAL REPRESENTATIONS

SCALAR SUNRISE DIAGRAM: CAUSAL REPRESENTATION

‣ Scalar sunrise: GF(1,2,3)

48

After nested residues Causal representation

88 Causal representation of multi-loop amplitudes within the loop-tree duality

Furthermore, a closed equation describing a pattern for the causal structure of an
arbitrary topology with any number of loops is an important goal for this chapter. This
gives a parametric expression at all orders and, hence, the iterated application of Cauchy’s
residue theorem is avoided.

6.2.1 The two-loop sunrise diagram

In order to fix the ideas, here we start with the scalar sunrise diagram. As it has been
mentioned in Sec. 4.1.2, the iterated application of Cauchy’s residue theorem to the energy
components of the loop momenta in this diagram gives rise to the integrand

GF (1, 2, 3) !
1

4q(+)
1,0 q

(+)
2,0

1
⇣
q
(+)
1,0 + q

(+)
2,0 + p0

⌘2
� q

(+)2
3,0

+
1

4q(+)
1,0 q

(+)
3,0

1
⇣
q
(+)
1,0 � q

(+)
3,0 + p0

⌘2
� q

(+)2
2,0

1

4q(+)
2,0 q

(+)
3,0

1
⇣
q
(+)
2,0 + q

(+)
3,0 � p0

⌘2
� q

(+)2
1,0

,

(6.13)

which, after the application of partial fractions to each term, leads its causal structure
given by

GF (1, 2, 3) !
1

8q(+)
1,0 q

(+)
2,0 q

(+)
3,0

 
1

q
(+)
1,0 + q

(+)
2,0 + q

(+)
3,0 + p0

+
1

q
(+)
1,0 + q

(+)
2,0 + q

(+)
3,0 � p0

!
.

(6.14)
As mentioned before, Eq. (6.14) is free of non-causal thresholds, and the only explicit

divergences are for p0 > 0 in the second term, p0 < 0 in the first term, and for p0 = 0,

both terms diverge simultaneously while integrating for q(+)
i,0 ! 0, for all i 2 {1, 2, 3}.

Figure 6.1: Three dimensional plots for the integrand of the two-loop sunrise diagram
in terms of non-causal (left, Eq. (6.13)) and causal (right, Eq. (6.14)) propagators. The
numerical fluctuations due to numerical cancellations of non-causal thresholds are visible
on the left plot. The right plot is stable because the integrand expression is manifestly
free of non-causal thresholds. The condition p = 0 is assumed.

A comment on the di↵erence between both integrands, the one in Eq. (6.13) and the one
in Eq. (6.14) is mandatory. The former includes some non-causal thresholds while the later
does not, and they are physically equivalent. The relation obtained directly through the
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i,0 ! 0, for all i 2 {1, 2, 3}.

Figure 6.1: Three dimensional plots for the integrand of the two-loop sunrise diagram
in terms of non-causal (left, Eq. (6.13)) and causal (right, Eq. (6.14)) propagators. The
numerical fluctuations due to numerical cancellations of non-causal thresholds are visible
on the left plot. The right plot is stable because the integrand expression is manifestly
free of non-causal thresholds. The condition p = 0 is assumed.

A comment on the di↵erence between both integrands, the one in Eq. (6.13) and the one
in Eq. (6.14) is mandatory. The former includes some non-causal thresholds while the later
does not, and they are physically equivalent. The relation obtained directly through the
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full NMLT(L) diagram is equivalent to a triangle diagram, and thus there is a relation
between NMLT(L) integrand and a triangle integrand,

INMLT(p1, p2, p3) ⇠ GF (1). (4.60)

The application of LTD formalism to the NMLT(L) integrand gives an interesting
relation. If the residues are applied to the energies with indices L, L� 1, . . ., 3, the MLT
insertion can be substituted by a propagator-like function

GF (3, . . . , L, 1 . . . L) ! G
⇤
3...(L+1)(12) ⇠

1

(q1,0 + q2,0)
2
�

⇣
q
(+)
3,0 + . . .+ q

(+)
L+1,0

⌘2 . (4.61)

Then, after all residues have been taken, it is obtained the relation

I
(L)
NMLT(p1, p2, p3) ! GD(1, 2, 12)⌦G

⇤
3...(L+1)(12)

+GD(1, 2)⌦G
⇤
3...(L+1)(0(3...(L+1)))⌦GD(12),

(4.62)

which can be depicted as a factorization relation as shown in Fig. 4.9.
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Figure 4.9: Dual decomposition of NMLT(L) in terms of loop configurations with lower
topological complexity.

Convolution symbols in Eq. (4.62) are defined by

GD(1, 2, 12)⌦G
⇤
3...(L+1)(12)

=
L+1X

i=3

GD(02(L+2), 0(2), . . . , 0(i�1), 03...(i�1)(i+1)...(L+2), 0(i+1), . . . , 0(L+1), 0(L+2))

+
L+1X

i=3

GD(0(1), 01(L+2), 0(3), . . . , 0(i�1), 03...(i�1)(i+1)...(L+2), 0(i+1), . . . , 0(L+1), 0(L+2))

+
L+1X

i=3

GD(0(1), . . . , 0(i�1), 01...(i�1)(i+1)...(L+1), 0(i+1), . . . , 0(L+1), 012),

(4.63)

and,

GD(1, 2)⌦G
⇤
3...(L+1)(0(3...(L+1)))⌦GD(12)

=GD(02...(L+1), 0(2), . . . , 0(L+1), 03...(L+1))

+GD(0(1), 013...(L+1), 0(3), . . . , 0(L+1), 03...(L+1)).

(4.64)
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Figure 4. Entangled causal thresholds of the NMLT topology. External momenta not shown.

of the analytic reconstruction over finite fields to obtain compact expressions containing

only causal propagators. In the following section, we shall note that simplifications are not

straightforward because the degree of the numerator we want to reduce increases as the

number of causal propagators.

Let us now interpret (3.15) in terms of what we call entangled causal thresholds. Each of

the �i represents a potential causal threshold singularity that, as in the MLT case, requires

that all the momentum flows are aligned in the same direction. The product of two causal

denominators can be understood as representing physical configurations where two sets of

propagators can simultaneously go on shell. For this to happen, the common propagators

have to be in the same configuration. This entanglement can also be understood from the

factorisation identity that NMLT fulfils in terms of MLT subtopologies, as explained in

Ref. [46].

A pictorial interpretation of the entangled causal structure of (3.15) is provided in

Fig. 4, where the dashed lines single out the internal propagators that eventually go on shell

simultaneously; a subset of them is already on shell through LTD. Each diagram in Fig. 4

has two dashed lines that correspond to the two denominators �i and �j which are present

in each term of (3.15). The causal thresholds are entangled because the momentum flow of

the propagators that are common to both causal thresholds are matched. For example, the

first diagram of Fig. 4 represents the term 1/(�1�2) corresponding to the causal thresholds

{1, 2, . . . , L} and {1, 2, L+ 1} that share the entangled propagators {1, 2}.

3.4 N
2
MLT vacuum integral

The N2MLT is the last topology that is needed to describe any full scattering amplitude at

three loops. In fact, N2MLT is the master topology that describes also MLT and NMLT

configurations to all orders [46]. This configuration is depicted in Fig. 1c, and is usually

called Mercedes–Benz topology. Similar to the NMLT case, besides considering the internal

momenta (3.9) and (3.12), we add one more,

qL+3 = �`2 � `3 . (3.17)

For the moment, we consider configurations without external momenta. Then, with L+ 3

internal propagators, we have all the required ingredients to understand the structure of

any integral at three loops and, equivalently, any scattering amplitude.

– 11 –
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With the formula that we present in the following, we can describe, with a single represen-

tation, up to three-point functions for NMLT and up to four-point functions for N2MLT.

The causal representation of NMLT is a function of �±
1 through �

±
3 , with p3 = 0, and

is given by

A
(L)
NMLT(1, 2, . . . , (L+ 1)�p1 ,(L+ 2)p2) =

Z

~̀
1,··· ,~̀L

1

xL+2

⇥
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�
+
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�
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1

�
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3 �

�
1

+ (�+
i $ �

�
i )

�
. (3.24)

Due to the insertion of external momenta, we have now to consider the entangled threshold

configurations that distinguish if the external momenta are incoming or outgoing, namely,

if their energy flow is positive or negative. With our conventions, positive energy flows

correspond to incoming momenta. The exchange �
+
i $ �

�
i accounts for the configurations

with opposite momentum flows and results in a doubling of the terms obtained for the

vacuum diagrams.

The causal N2MLT representation also exhibits a very compact expression

A
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Both convolutions defined in Eqs. (4.67) and (4.68) include the function G
⇤
4...(L+1),

which represents the explicit expression of the o↵-shell internal momenta in terms of the
on-shell momenta. The relation given in Eq. (4.66) can be represented pictorically as
shown in Fig. 4.11.
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Figure 4.11: Dual expansion of a N2MLT(L) diagram.

In general, an arbitrary topological family with topological complexity k and L loops is
denoted by Nk�1MLT(L) (Next-to-. . .-Next-To-Maximal Loop Topology), and it is expected
to have a dual expansion similar to Eq. (4.54), Eq. (4.62) and Eq. (4.66). Furthermore, it
would be seen that the Nk�1MLT(L) diagram can be studied in terms of diagrams with
lower topological complexity and fewer loops.

In this chapter, the computational aspects of the LTD framework has been studied. It
has been also presented a short-hand notation in order to give a compact representation
of the results, together with a classification of Feynman diagrams in terms of the topology
of the underlying graphs. This topological classification has shown to be a well suited
structure to study a diagram with an arbitrary number L of loops.
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With the formula that we present in the following, we can describe, with a single represen-

tation, up to three-point functions for NMLT and up to four-point functions for N2MLT.

The causal representation of NMLT is a function of �±
1 through �

±
3 , with p3 = 0, and

is given by
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Due to the insertion of external momenta, we have now to consider the entangled threshold

configurations that distinguish if the external momenta are incoming or outgoing, namely,

if their energy flow is positive or negative. With our conventions, positive energy flows

correspond to incoming momenta. The exchange �
+
i $ �

�
i accounts for the configurations

with opposite momentum flows and results in a doubling of the terms obtained for the

vacuum diagrams.

The causal N2MLT representation also exhibits a very compact expression
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Both convolutions defined in Eqs. (4.67) and (4.68) include the function G
⇤
4...(L+1),

which represents the explicit expression of the o↵-shell internal momenta in terms of the
on-shell momenta. The relation given in Eq. (4.66) can be represented pictorically as
shown in Fig. 4.11.
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Figure 4.11: Dual expansion of a N2MLT(L) diagram.

In general, an arbitrary topological family with topological complexity k and L loops is
denoted by Nk�1MLT(L) (Next-to-. . .-Next-To-Maximal Loop Topology), and it is expected
to have a dual expansion similar to Eq. (4.54), Eq. (4.62) and Eq. (4.66). Furthermore, it
would be seen that the Nk�1MLT(L) diagram can be studied in terms of diagrams with
lower topological complexity and fewer loops.

In this chapter, the computational aspects of the LTD framework has been studied. It
has been also presented a short-hand notation in order to give a compact representation
of the results, together with a classification of Feynman diagrams in terms of the topology
of the underlying graphs. This topological classification has shown to be a well suited
structure to study a diagram with an arbitrary number L of loops.
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Figure 5. Entangled causal thresholds of the N2MLT topology. External momenta not shown.

considers insertion of external momenta. Then, to obtain analytic and compact expres-

sions for these two topologies, we follow the same algorithm based on finite fields. The

vacuum expression in Eqs. (3.15) and (3.21) have been used to guide this computation.

Let us anticipate that the insertion of external momenta does not a↵ect the causal physical

behaviour of these integrals. The only di↵erence now is that, as for the causal MLT rep-

resentation given in Section 3.2, we have to distinguish the entangled configurations that

correspond to external momenta with positive or negative energy flow, or in other words,

if the external momenta are incoming or outgoing.

We can apply the same procedure for the insertion of the external momenta p1, p2 and

p3 in the internal momenta L+ 1, L+ 2 and L+ 3, respectively,

qL+1 = �

L+1X

i=1

`i � p13 , qL+2 = �`1 � `2 + p2 , qL+3 = �`2 � `3 � p3 . (3.22)

The three external momenta pi are considered to have positive energy when they are

incoming. By momentum conservation, we should also have either p12 = p1+p2 for NMLT

or p123 =
P3

i=1 pi for N2MLT as outgoing momentum in one of the vertices. Besides,

we emphasise that we set p3 = 0 for NMLT while keeping the definition of the internal

momenta at (3.22). These topologies, with the insertion of external momenta, are depicted

in Fig. 6.

We note that the causal propagators �i are now shifted by the external momenta ±pi

or a linear combination of them as

�
±
1 =

L+1X

i=1

q
(+)
i,0 ± p13,0 ,
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With the formula that we present in the following, we can describe, with a single represen-

tation, up to three-point functions for NMLT and up to four-point functions for N2MLT.

The causal representation of NMLT is a function of �±
1 through �

±
3 , with p3 = 0, and

is given by
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Due to the insertion of external momenta, we have now to consider the entangled threshold

configurations that distinguish if the external momenta are incoming or outgoing, namely,

if their energy flow is positive or negative. With our conventions, positive energy flows

correspond to incoming momenta. The exchange �
+
i $ �

�
i accounts for the configurations

with opposite momentum flows and results in a doubling of the terms obtained for the

vacuum diagrams.

The causal N2MLT representation also exhibits a very compact expression
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representations of Sec. 6.2,
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are shown in Fig. 6.7 and 6.8, respectively. In the same way as done in Sec. 6.4.1, we make
a scan in m
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An equivalent approach where treating each loop momentum independently when do-
ing the change of variables can be used. For instance, the integration domain can be
separately expressed as follows,
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where each term in the product is the (d� 1)-dimensional space of each loop momen-
tum. The main di↵erence between this approach and the former one relies on how the
behaviour of the integrand at infinity. On one hand, embedding the integrand in a (d�1)L-
dimensional sphere allows us to scan this behaviour with one single variable. On the other
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V. CAUSAL REPRESENTATIONS

ENTANGLED CAUSAL THRESHOLDS

▸ Causal representations of topological families with positive 
topological complexity demand specific properties to the 
causal thresholds appearing in each term. 

▸ For the N MLT( ), its causal representation involves terms 
with  causal thresholds each. These thresholds are not 
arbitrary, but they should satisfy: 

All internal particles become on-shell. 

Causal thresholds do not intersect. 

Compatible momentum flow.

τ−1 L
τ
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SUMMARY

SUMMARY

• The contribution to the residues of the displaced poles cancel. 

• The causal structure of the scalar MLT( ) diagram is naturally obtained and is 
independence of the order of integration. 

• Factorization formulae to NMLT and N MLT topological families were found. 

• Analytic reconstructions can be used to obtain the causal structures of the NMLT 
and N MLT topological families. 

• We have studied the stability of the causal structures obtained through the LTD, 
obtaining good agreement with numerical approach.
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Thank you!


