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One of the uncertainties in the interpretation of ultrahigh energy cosmic ray data comes from the
hadronic interaction models used for air shower Monte Carlo (MC) simulations. The number of muons
observed at the ground from ultrahigh energy cosmic ray–induced air showers is expected to depend upon
the hadronic interaction model. One may therefore test the hadronic interaction models by comparing the
measured number of muons with the MC prediction. In this paper, we present the results of studies of muon
densities in ultrahigh energy extensive air showers obtained by analyzing the signal of surface detector
stations which should have high muon purity. The muon purity of a station will depend on both the
inclination of the shower and the relative position of the station. In seven years’ data from the Telescope
Array experiment, we find that the number of particles observed for signals with an expected muon purity
of ∼65% at a lateral distance of 2000 m from the shower core is 1.72! 0.10ðstatÞ ! 0.37ðsystÞ times larger
than the MC prediction value using the QGSJET II-03 model for proton-induced showers. A similar
effect is also seen in comparisons with other hadronic models such as QGSJET II-04, which shows a
1.67! 0.10! 0.36 excess. We also studied the dependence of these excesses on lateral distances and found
a slower decrease of the lateral distribution of muons in the data as compared to the MC, causing larger
discrepancy at larger lateral distances.

DOI: 10.1103/PhysRevD.98.022002

I. INTRODUCTION

The origin of ultrahigh energy cosmic rays (UHECRs)
has been a long-standing mystery of astrophysics. The
Telescope Array (TA) experiment [1] in Utah, USA, is the
largest experiment in the northern hemisphere observing
UHECRs. It aims to reveal the origin of UHECRs by
studying the energy spectrum, mass composition and
anisotropy of cosmic rays. When a UHECR enters the
atmosphere, it interacts with atmospheric nuclei and gen-
erates the particle cascade, which is called an air shower.
The information of primary cosmic rays is estimated from
observed signals of air shower particles and the air shower
Monte Carlo (MC) simulation.
UHECR air showers are not fully understood. At

present, the maximum energy of hadronic interactions in
the target rest frame accessible at accelerators is 1017 eV
at the CERN LHC. The MC for cosmic rays in the energies
above 1018 eV uses the extrapolated values of the parameters

of hadronic interactions, such as the cross section and
multiplicity. The values of these parameters differ between
hadronic interaction models, due to the uncertainty of
modeling pion or kaon generation at the early age of the
air shower development. Thus, inferences of UHECR
composition from air shower measurements are model
dependent [2,3], which is important in understanding the
origin of UHECRs because cosmic rays are deflected in the
Galactic and extragalactic magnetic fields.
In addition to that, the HiRes/MIA experiment reported a

deficit in the number of muons from MC air showers
compared with experimental data for E≳ 1017 eV [4]. The
Yakutsk experiment also indicated lower simulated muon
densities than those observed for E≳ 1019 eV [5]. The
Pierre Auger Observatory, which is located in Mendoza,
Argentina, reported [6] a model-dependent deficit of muons
in simulations of 30%–80% relative to the data, 1019 eV.
The Pierre Auger Collaboration also reported that the
observed hadronic signal in UHECR air showers is 1.61!
0.21 ð1.33! 0.16Þ times larger than the post-LHC MC
prediction values for QGSJET II-04 [7] (EPOS-LHC [8]),
including statistical and systematic errors [9]. For
E≲ 1017 eV, The KASCADE-Grande experiment [10]
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Pierre Auger Observatory and Telescope Array

 2

Pierre Auger Observatory 
Province Mendoza, Argentina  
1660 detector stations, 3000 km2 
27 fluorescence telescopes

Telescope Array (TA) 
Delta, UT, USA 
507 detector stations, 700 km2 
36 fluorescence telescopes 

Together full sky coverage: perfect for anisotropy studies

Auger 
35.3 S, 69.3 W  

Telescope Array 
39.3 N ,112.9 W 

Auger (ϑ: 0-80˚)+ TA (ϑ: 0-55˚) 
= 

FULL SKY COVERAGE

Directional exposure

Smart relative location too
³Q1"��(ÝƇÝžĈƇž
�ĭĈŸŸĈ��ƍġĈŸ�{ùžĈŸƣÝƇŕŸƪ��ɧƍŴāÝƇĈāɨ

ɫ Ɂɀɂ�ĈƣĈōƇž�ÝùŕƣĈ�Ƀɀ�1ĈÉ�ŸĈûŕŸāĈā�ğŸŕŋ�
ȾȿɠȾȿɠɀȾȾɂ�Ƈŕ�ɁȾɠȾɂɠɀȾȿɅ�ƤĭƇĩ�ƳĈōĭƇĩ�ʛ�ɆȾʴ
ɫ ʔɇȾ�ĈƣĈōƇž�ƤĭƇĩ�ŸĈžŴĈûƇ�Ƈŕ�U"�"�ɀȾȿɅ

ɫ �ōġƍńÝŸ�ŸĈžŕńƍƇĭŕō�ʠȾɚɇʴ

ĈńĈžûŕŴĈ��ŸŸÝƪ��ɧƍŴāÝƇĈāɨ

ɫ ȿɂɁ�ĈƣĈōƇž�ÝùŕƣĈ�ɃɅ�1ĈÉ�ŸĈûŕŸāĈā�ğŸŕŋ�
ȿȿɠȾɃɠɀȾȾɆ�Ƈŕ�ȾȿɠȾɃɠɀȾȿɅ�ƤĭƇĩ�ƳĈōĭƇĩ�ʛ�ɃɃʴ
ɫ ʔɁɂ�ĈƣĈōƇž�ƤĭƇĩ�ŸĈžŴĈûƇ�Ƈŕ�U"�"�ɀȾȿɅ

ɫ �ōġƍńÝŸ�ŸĈžŕńƍƇĭŕō�ʠȿɚɃʴ
�

ɂɄɅ�ĈƣĈōƇž�ƤĭƇĩ�ğƍńń�žŀƪ�ûŕƣĈŸÝġĈ

“common” sky:
-15˚ : +45˚
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Relative exposure of Auger and TA

Ralph Engel, TA 10th anniversary symposium (2018)
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INTERNATIONAL SYMPOSIUM ON  
“THE RECENT PROGRESS AND 
FUTURE DIRECTIONS  OF  
ULTRA-HIGH ENERGY  
COSMIC RAY PHYSICS” 

International Advisory Committee:  
S.W. Barwick, V.S. Berezinsky, P. Blasi, T. Ebisuzaki, R. Engel, P.L. Ghia, F.L. Halzen, Y. Itow,  
K.-H. Kampert(Chair), P. Lipari, K. Makishima, S. Ogio, A.V. Olinto, M.I. Panasyuk, I.H. Park, 
P. Picozza, P. Privitera, D. Ryu, H. Sagawa, P. Sokolsky, R. Yamazaki 
 
Local Organizing Committee: 
M. Fukushima, Y. Kawasaki, K. Kawata, S. Nagataki, T. Nonaka,S. Ogio(Secretary),  
H. Sagawa(Chair), T. Sako, M. Takeda, Y. Tsunesada, S. Udo, T. Yamamoto 

https://indico.cern.ch/event/504078/ ���
Oct.11–14, 2016  

Kyoto Research Park, KYOTO, JAPAN�

UHECR2016 

iTHES
Interdisciplinary Theoretical
Science Research Group

Joint efforts of Auger and TA
Different types of SDs @ TA-CLF site

GHz band radio detector w ELS

Fire ELS!

Series of symposia, “UHECR”, since 2010

Next generation FD by FAST @ BRM station

Kyoto, 2016

CERN, 2012



Auger SD prototypes with AGASA

5

“lead burger” (1994)

“water Cherenkov” (1996)

Prof. Motohiko Nagano (1938-2014)

AGASA 
(Akeno Giant AIr Shower Array) 
Akeno, Yamanashi, JAPAN 
PI: Prof. M. Nagano 
(1987)1990-2004 
2.2m2 SD x 111,  
total coverage is 100km2 
Plastic scintillators



Map of the TA site
Fluorescence Detectors(FDs) 
Middle Drum(MD) station = 
14 FDs  
+ TA Low energy Extension (TALE) 10 FDs

Surface detectors(SDs) 
• 507 scintillation detectors 
• 3m2 
• 1.2km spacing 
• total coverage ~700km2

FDs 
Long Ridge(LR) station 
12 FDs

3 communication towers 
For the SD array

Central Laser Facility

FDs 
Black Rock Mesa(BRM) station 
12 FDs with ELS. 

20km

Border of FD station FOV
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Status of 11 years of operations
SD array

FD (BRM, LR)
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94.5% of 507 SDs are in operation 
on 11 year average

Duty factors 
    11.0% for BRM station, 
      9.0% for LR station



TALE FD

TA SD array

TALE FD

8

TA FD

30o-57o

3o-31o

114o

TALE FD

TALE FD
TA FD (MD)

Middle Drum siteLocated just beside TA MD station  
10 FDs in the TALE station 
Elevation: 30o-57o (higher elevation than MD) 
Azimuthal: 114o 

Refurbished HiRes telescopes & electronics 
Mirror: same as TA FD (MD) 
Elec.: 10 MHz 8bit FADC

Installed in Nov. 2012 
Operation since Sep. 2013 
Hybrid trigger: Sep. 2018



Event reconstruction: FD hybrid
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Event reconstruction: SD array

100

5.4 Lateral Distribution Fit

We use the same lateral distribution function (LDF) as the AGASA experi-

ment [16] to fit the event lateral profile on the ground:

⇢ = A
⇣ s

91.6m

⌘�1.2 ⇣
1 +

s

91.6m

⌘�(⌘(✓)�1.2) ⇣
1 +

h s

1000m

i2⌘�0.6

(5.10)

⌘(✓) = 3.97� 1.79 [sec(✓)� 1]

The uncertainties [99] on the pulse height density are adjusted to fit the TA SD

data:

�⇢ =
p

0.56 ⇢ + 6.3⇥ 10�3 ⇢2 (5.11)

We minimize the function of the form:

�2
LDF =

NX

i=0

(⇢i � ⇢FIT
i )2

�2
⇢i

+
(R�RCOG)2

�2
RCOG

(5.12)

The fit parameters are the core position R and the scaling factor A in front of the

(AGASA) LDF function. Figure 5.4b shows a typical TA SD lateral distribution

fit.

Counters closest to the shower core are removed from the lateral distribution

fits (but not from the geometry fits) due to the saturation of their photomultiplier

tubes, which occurs (in a typical counter) whenever the signal exceeds ⇠50 VEM

in a 20 nS time interval. Typically, one has 1 saturated counter per event.

5.5 First Energy Estimation

After successful geometry and LDF fits, we determine the signal size 800 me-

ters [101] from the shower axis S800 ⌘ ⇢(800m) using equation 5.10 and use it

along with the reconstructed sec(✓) to determine the event energy from a carefully

tested MC. To do this, we use a large statistics MC set to construct the energy

estimation table. Figure 5.5 shows the energy as a function of reconstructed S800

and sec(✓), where we plot the reconstructed values of S800 vs sec(✓) lines for
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Empirical formula used by AGASA

Modified empirical formula in AGASA

Event map: 
Size = # of particles 
Color = timing

Time fit

Lateral distribution profile fit

r = 800m

S800

S800 -> primary energy

99

which we adjusted by an iterative process using the TA SD data. To get the final

values for the event geometry, we fit to a modified Linsley function in which the

curvature parameter a becomes a fit parameter and is also allowed to vary (the

�2 expression is the same as the Equation 5.5):

⌧ = a
⇣
1� l

12⇥ 103m

⌘1.05 ⇣
1.0 +

s

30m

⌘1.35

⇢�0.5 (5.9)

�⌧ = (1.56⇥ 10�3)
⇣
1.0� l

12⇥ 103m

⌘1.05 ⇣
1.0 +

s

30m

⌘1.5

⇢�0.3

The additional factor of (1� l
12⇥103m)1.05 describes an additional “curvature devel-

opment” e↵ect, which was derived from the data. Figure 5.4a shows an example

of the event time fit.
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Figure 5.4: Two fits for determining the SD event geometry and S800. (a): An
illustration of the SD time fit. Counter time is plotted versus distance along the
û-axis (points). Solid line represents the fit expectation time for counters that
would lie directly on the û-axis, dashed and dotted lines are the fit expectation
times for counters that are 1 km and 2 km o↵ the û-axis, respectively. (b): Lateral
distribution fit to the AGASA function. Counter pulse height is plotted versus
the perpendicular (lateral) distance from the shower axis. Solid line represents
the fit curve. Error bars with no points represent the silent counters (working
counters which did not register any signal).
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Event reconstruction: SD array
First estimation of SD energy

2013/4/25 H. Sagawa 12

sec(T)

lo
g 10

(S
80

0)

Monte Carlo Æ Energy table
E’SD = E’SD(S800, T) 

Energy Scale Check and resolution

13

FD energy EFD

SD energy ESD
(scaled to FD energy)

ܦܵܧ = 1.27/ܦᇱܵܧ

Hybrid events E > 1019 eV
Angular resolution = 1.4o

E > 1019 eV
Energy resolution < 20%

ESD = E’SD / 1.27

E’SD = E’SD(S800, θ) 

Scale to FD energy

r = 800m

S800

11



Energy spectrum

12
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D. Ivanov

TA SD spectrum from 11 years of data
Energy spectrum from 11 years of TA SD data, 
from May 11, 2008 to May 11, 2019

                                                   γ = -3.28 ± 0.02
ankle @ logE = 18.69 ± 0.01
                                                   γ = -2.68 ± 0.02
cutoff @ logE = 19.81 ± 0.03
                                                   γ = -4.84 ± 0.48
logE1/2 = 19.79 ± 0.04
Significance of suppression is 8.4 σ

TA Energy Spectrum Dmitri Ivanov

2. TA Surface Detector Energy Spectrum

2.1 SD Spectrum Calculated Using Standard TA Procedure

Figure 2 shows the TA surface detector spectrum, calculated using data collected over the
time period from 2008/05/11 to 2019/05/11. Superimposed as a solid line is a fit to a broken
power law function. We find the position of the ankle feature at EA = 1018.69±0.01 eV, with powers
before and after the ankle p1 = �3.28± 0.02 and p2 = �2.68± 0.02, respectively, the second
break point, also known as the GZK cutoff [4, 5], at E2 = 1019.81±0.03 eV, and the power after the
second break p3 =�4.84±0.5 We estimate the significance of the suppression to be 8.4 s and the
energy at which the measured integral flux becomes half of that in the absence of the cutoff [3] is
E1/2 = 1019.79±0.04 eV.

The analysis used for calculating the result in Figure 2, described in [2, 12], consists of a
time fit to determine the geometry of the cosmic ray shower, a lateral distribution fit to the AGASA
lateral distribution function [13] to find the shower signal size 800m from the shower axis (S800),
an initial energy estimate from a CORSIKA QGSJET II.3 [14, 15, 16] surface detector Monte
Carlo [17, 12], and calibration of the TA SD energy scale to the TA FD. Calibration of the SD
energy scale to the TA FD is done by using an energy-independent calibration factor of 1/1.27,
as described in [20]. Recently, in [20], it has been demonstrated that the TA SD reconstruction
approach yields a result that is within 3% of the result obtained by applying the Constant Intensity
Cut method [21] to the TA data at the highest energies.
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Figure 2: Telescope Array surface detector spectrum derived from 11 years of TA data, 2008/05/11-
2019/05/11, using reconstruction described in [2, 12]. Solid line is a fit to the broken power law, where
p1, p2 are the spectral indices before and after the ankle, respectively, EA is the energy of the ankle, E2 is
the energy of the cutoff (aka the second break point), and p3 is the spectral index after the cutoff. The sig-
nificance of the cutoff at 1019.81 eV has been estimated to be 8.4 s , and the energy at which the measured
integral flux is half of that expected in the absence of the suppression, is E1/2 = 1019.79±0.04 eV.
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TA Energy Spectrum Dmitri Ivanov

2.2 SD Spectrum Calculated Using Extended Quality Cuts

The minimum energy threshold of the standard TA SD spectrum result, shown in Figure 2, is
1018.2 eV, where the efficiency of the TA SD is⇠10% of its value at the plateau. The event selection
cuts, described in [2, 12], limits event zenith angles to a range from 0 to 45�. Above 1018.8 eV,
however, the TA SD is near the 100% efficiency point, allowing one to estimate the exposure by
Monte Carlo accurately up to 55� in zenith angle. Therefore, we can calculate the energy spectrum
above 1018.8 eV with higher statistical power by allowing the event zenith angles to be in 0 to 55�

range. After expanding the zenith angle range, and optimizing other quality cuts, first introduced
in [2, 12], we arrive at the following list of cuts appropriate for the TA SD spectrum calculation
above 1018.8 eV (i) Event zenith angle is less than 55�, (ii) Each event includes at least 5 working
counters that were hit (iii) Counter with largest signal is surrounded by 4 working counters on the
square grid (iv) The uncertainty of the event pointing direction is less than 5� (v) The fractional
uncertainty of S800 is less than 25% (vi) The reduced c2 values of the time and lateral distribution
are less than 4. The TA SD spectrum with the above event selection cuts, over 11 years of data
(2008/05/11-2019/05/11), is shown in the left panel of the Figure 3. As the Figure 3 demonstrates,
the spectrum with the new sets of quality cuts is consistent with the TA SD specrum calculated
using standard quality cuts [2, 12] at a ⇠1% level.
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Figure 3: Left: Telescope Array surface detector energy spectra derived from 11 years of TA data,
2008/05/11-2019/05/11, using two sets of quality cuts. Red points show the result obtained using a new
set of cuts described in the main text (E3

J1), which include zenith angle q < 55� cut and cover a range
of declinations �16� < d < 90�. Black open squares show the result (E3

J2) obtained using the quality cuts
described in [2, 12], which include zenith angles up to 45� and cover a range of declinations�6� < d < 90�.
Red line shows the fit to a broken power law function of the spectrum that uses zenith angles up to 55�. The
fit finds the second break point at 1019.81±0.03 eV, and the spectral indices before and after the break point
are �2.67± 0.02 and �5.3± 0.5, respectively. The significance of the cutoff at 1019.81±0.03 eV has been
estimated to be 12.0s , and the energy at which the measured integral flux is half of that in the absence of the
cutoff is E1/2 = 1019.77±0.02

eV . Right: A fit of the ratio of the two fluxes J1 and J2 to a straight line shows
that the two results agree at a ⇠1% level.

3

Energy resolution = 18 % logE > 19.0
Energy scale systematic uncertainty = 21 %

Expanding the zenith angle range
for logE > 18.8 (100 % efficiency)

                                           γ = -2.67 ± 0.02
cutoff @ logE = 19.81 ± 0.03
                                           γ = -5.3 ± 0.5
logE1/2 = 19.97 ± 0.04
Significance of suppression is 12.0 σ
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TA SD spectrum from 11 years of data

Declination dependence of the TA SD spectrum

The break point of
logE = 19.64 ± 0.04 for lower dec. band (-16o ~ 24.8o)
logE = 19.84 ± 0.02 for higher dec. band (24.8o ~ 90o)

global significance = 4.3σ (local 4.7σ)

TA Energy Spectrum Dmitri Ivanov

2.3 Declination Dependence of the TA SD Spectrum

In the first 7 years of TA SD data (2008/05/11 - 2015/05/11) we have found a 4sdifference of
the second break points [20] of the TA SD spectra calculated for the lower and higher declination
bands. Repeating this analysis for the data over the past 4 years, 2015/05/12 - 2015/05/11, we
have found that the difference between the two second break points of the spectra persists. As
the left panel of Figure 4 shows, the second break point of the lower declination band spectrum
is smaller than that of the higher declination band. The second break points are 1019.71±0.08 eV
and 1019.9±0.06 eV, for the lower and higher declinations, respectively, and are consistent with what
has been reported for the first 7 years of the TA SD data in [20]. The combined TA SD data,
over 11 years, yields the second break point of 1019.64±0.04 eV for the lower declination band, and
1019.84±0.02 eV for the higher declination band. These results have been found to be 4.7s different.
We have carried out extensive checks of systematic uncertainties of this result, for the first 7 years of
data, which include checking for the detector biases by looking East and West insted of North and
South in declination [19], comparison of the fluorescence detector and surface detector energies
[19, 20], changing the reconstruction of the SD data to Constant Intensity Cut method [20], as
well as examining the effects of using alternative hadronic interaction models in the recontruction
of the TA SD event energies [20]. We were unable to find a source of systematic uncertainty that
would explain the difference in the second break point energies of the TA SD spectra measured in
the lower and higher declination bands.
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Figure 4: Left: TA SD energy spectrum collected in the last 4 years over for the upper and lower declination
bands. Solid lines show the fits to a broken power law function. The second break points for the lower and
higher declination bands are 1019.71±0.08 eV and 1019.9±0.06 eV, respectively. Right: TA SD energy spectrum
collected over 11 years for the upper and lower declination bands. Superimposed are the fits to the broken
power law functions. For the lower declination band, the spectral indices are �2.64±0.04 and �4.2±0.3
before and after the break, respectively, while the break point is at 1019.64±0.04 eV. For the higher declination
band, the spectral indices before and after the break are �2.67±0.03 and �5.71±0.6, respectively, and the
break point is at 1019.84±0.02 eV.
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Figure 5: Combined TA Spectrum. Blue point show the part covered by the TA SD, using 11 year data, and
red points show the part measured by the TALE fluorescence detector.

3. Combined TA Spectrum

Figure 5 shows the combined TA spectrum using black filled circles.

4. Summary
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Combined TA spectrum using 
2 years TALE FD monocular data +
11 years TA SD data

knee @ logE ~ 15.5
low energy ankle @ logE = 16.22 ± 0.02
second knee       @ logE = 17.04 ± 0.04
ankle                   @ logE = 18.69 ± 0.01
cutoff                   @ logE = 19.81 ± 0.03
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TA BRM+LR+SD hybrid: <Xmax> and σXmax

< Xmax > along with predictions of
QGSJET II-04 p, He, N and Fe

10 years data 1018.2 to 1019.1 eV
3560 events after the quality cuts

Systematic uncertainty on <Xmax> is 17 g/cm2

Xmax bias < 1 g/cm2

Xmax resolution = 17.2 g/cm2

Energy resolution = 5.7 %

σXmax along with predictions of
QGSJET II-04 p, He, N and Fe
The measured data are compatible with the 
protons below 1019 eV.

Quality cuts:
  Dborder>100m, FD track length > 10o,
  # FD good PMT > 11, SDP angle < 130o, 
  FD track > 7us, Θ < 55o, Xmax in FOV,  
  Good weather
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TA BRM+LR+SD hybrid: single element model

Test the agreement of data and single element 
models by comparing data and MC Xmax 
distributions including a systematic shift of data.

Proton MC agrees with the data especially in 
the tail of distributions, whereas N and Fe 
do not resemble the data.

(Xmax systematic uncertainty = 17 g/cm2)

Plot of p-values indicating the compatibility:

Data is compatible with QGSJET II-04 proton 
from 1018.2 to 1019.9 eV with systematic shifting 
about 20 g/cm2.

Other components are not compatible
                                                   in E < 1019eV
All 4 single components are compatible in the 
highest energy bin. ← low statistics (19 events)

Fe requires a shift of  ~ 50 g/cm2
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TA BRM+LR+SD hybrid: 4 element model
QGSJET II-04 proton, He, N, Fe, data(+0 g/cm2)

Test the agreement of data and 4 component 
mix by comparing data and MC Xmax 
distributions (No systematic shifting).

For 1018.2-1019.1 eV, minimum χ2 is found 
at the fraction, 
proton = 57%, He = 18%, N = 17%, Fe = 8%.

(Xmax systematic uncertainty = 17 g/cm2)
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Figure 6: TA hybrid Xmax compared to QGSJET II-04 four component model.
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Figure 7: Comparison of hXmaxi and s(Xmax) of TA hybrid data and a QGSJET II-04 four compo-
nent mixture.
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Figure 8: QGSJET II-04 four component model fractions.
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<Xmax>
QGSJET II-04 p, He, N, Fe
data (+0 g/cm2)

σXmax

<Xmax> and σXmax from the best fit fractions are well within the 
statistical uncertainty of the data without any systematic shifts.
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Figure 8: Comparison of 〈Xmax〉 and σ(Xmax) of TA hybrid data and a QGSJET II-04 four compo-

nent mixture.

Carlo study will investigate the bias introduced into the fraction calculations that are caused by

these correlations. For this reason it is better to classify the proton and helium contributions as

“light” elements, with nitrogen as “medium”, and iron as “heavy”. Figure 9 shows the fractions of

these three categories of elements as a function of energy.
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Figure 9: QGSJET II-04 four component model fractions.

5. Summary

Telescope Array has recently completed analysis of ten years of hybrid Xmax data. 〈Xmax〉 and

6

4 component model fractions
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Mean Reconstructed X
max

 vs. 

Shower Energy
● (Top Figure): Reconstructed Data 

<Xmax> vs. Shower total Energy 

starting at log(E [eV]) = 15.3

– Also shown, results for 4 MC primaries.

● (Bottom Figure): A broken line fit to 
TALE data <Xmax>

– Break point: 17.23 +/- 0.05

– Slope before: 35.13 +/- 0.35

– Slope after: 62.40 +/- 4.95

● (Bottom Figure): Also shown (red 
squares) are <Xmax> reported by TA 

using hybrid events from Black 
Rock / Long Ridge FD’s and the main 
SD array.
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TALE FD monocular reconstruction 

Xmax measured by TALE FD with monocular reconstruction
4 years of data (Jun. 2014 - Nov. 2018)

Change in Xmax elongation rate at an energy of ~1017 eV
(It is likely correlated with 2nd knee in the energy spectrum)

Smooth connection of the low(TALE) and the high(BR/LR hybrid) energy rails.
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Figure 20: TALE cosmic rays energy spectrum measured with 22 months of data. A mixed primary composition given by the
TXF is assumed. The gray band indicates the size of the systematic uncertainties.

show in figure 22 a comparison of the spectrum obtained with di↵erent compositions. With respect to the
energy spectrum for the case of pure iron composition assumption, note that composition measurements by
other experiments, e.g. [48, 49] exclude the possibility of iron dominated flux at energies below 1016 eV. The
spectrum is included in the plot simply to demonstrate the extreme case of all heavy primaries.

Figure 23 compares the current result with some recent results from other experiments. We note that
qualitatively the spectra are in agreement. The di↵erence in normalization is within the systematics of the
energy scales of the di↵erent experiments. In particular, we note that a 6.5% downward shift in the IceTop
energy scale, results in a spectrum that lies on top of the TALE spectrum for energies below 1017 eV.

Figure 24 compares the current result with some recent results from TA Fluorescence [55] and surface
detector [56] measurements. We note that above 1017 eV there is excellent agreement between the di↵erent
results, demonstrating that the TALE spectrum can be seen as an extension of the measurements in the
ultra-high energy regime down to lower energies.
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TALE FD monocular spectrum (2 years)
Ap. J., 865, 74(2018), arXiv: 1803.01288
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● (Top Figure): Reconstructed Data 

<Xmax> vs. Shower total Energy 

starting at log(E [eV]) = 15.3

– Also shown, results for 4 MC primaries.

● (Bottom Figure): A broken line fit to 
TALE data <Xmax>

– Break point: 17.23 +/- 0.05

– Slope before: 35.13 +/- 0.35

– Slope after: 62.40 +/- 4.95

● (Bottom Figure): Also shown (red 
squares) are <Xmax> reported by TA 

using hybrid events from Black 
Rock / Long Ridge FD’s and the main 
SD array.
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“Hotspot” update from 11 years of data

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.

2

Ap. J., 790, L21(2014)
E > 57 EeV (Observed 72 events)
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E > 57 EeV, in total 168 events
38 events fall in Hotspot (α=144.3o, δ=40.3o, 25o radius, 22o from SGP), expected=14.2 events   
local significance = 5.1 σ, chance probability → 2.9σ
25o over-sampling radius shows the highest local significance (scanned 15o to 35o with 5o step)
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Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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Original hotspot reported in 2014, 
from 5 years of data
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“Hotspot” update from 11 years of data
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The increase rate of the events inside the hotspot circle 
is consistent with a constant within ±1σ fluctuation 

There is a marginal excess is seen along the 
SGP (around the Perseus-Pisces Supercluster) 
at the local significance of ~ 3σ
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are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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Test scene

The photogram taking by digital camera.

Left : the flight that aim the PMT in center of Cam.
Right : the flight that pass through 4 Cams. 

Hardwares for sky condition monitoring and 
calibrations
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flying “Opt-copter” in operation



CCD cloud monitoring system: hardwares

Housing�

CCD	camera	(VIS)	
WAT120N+�

Fish	eye	lens	
FE185C057HA-1�

Image	server	
mmEye-S�•  3	sets	in	TA	site	

•  every		1	min.	

•  8	sec	exposure	
•  	size:	720	×	480	pixels	(346KB	/	1	photo)	
•  FOV:	�����°	×	�����°

CLF�

LR� BRM�
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Cloud monitoring system: scoring
Searching the listed stars on SAO star catalog (> 3.5 mag.)  in each picture
→ Score = number of matched stars / total expected # of stars in FOV

not seen, expected position
matched star

Listed star (3.5 mag.) at the SAO catalog

Dividing the sky into 9 regions 
(by zenith and azimuth)  
 →  Scoring for each region

Image with CCD

Matching

Nov. 20, 2014, 1:40 - 12:00 UTC
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K. Yamazaki



“Opt-copter” (drone + light source + hi-res GPS)
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GPS	fixed	station	
on	the	ground�

position	
info.�

Opt-copter�

UV	light�

FD�

conceptual image 

battery GPS antennas

Antenna for the GPS fixed station
(position resolution:
± 0.25 m horizontal , ± 0.75 m vertical)

UV LED source
w the integrating sphere

LED driver

10PPS pulser
        (± 0.4 us)

protective circuit 
for battery

T. Tomida



Opt-copter in operation
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Main target of the calibration with “Opt-copter”: 
Precise measurement of FD optics and geometry
Location by GPS is matched very well with the image center,
however … 

T. Tomoda



Current status of extension projects
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1. TALE hybrid 
2. NICHE 
3. TAx4



TALE hybrid

TALE SD array

TALE-FD : 10 telescopes ( Sep. 2013 ~ ) 
elevation : 30°~57°, azimuthal : 114° 
TALE-SD array : 80 SDs ( Feb. 2018 ~ ) 
TALE-hybrid started running from Sep. 2018

Expected specifications of TALE hybrid  
Threshold energy E : logE=16.0 
Event rate : ~5,000 events/year 
Δθ = 1.0°  ( FD mono : 5.3°) 
ΔXmax = 20 g/cm2 (FD mono : 40 g/cm2)

TALE-FD 400m spacing 40 
SDs

600m spacing 40 
SDs

29

TALE hybrid = 
low energy extension of TA hybrid 
sensitivity down to 1016 eV, with 
FDs observing higher elevation and 
Densely-arrayed SDs 
Precise measurement of the composition : 
FD + SD hybrid measurement



TALE Hybrid: real event sample
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TALE future plan: lower energy

TALE SD array

TALE-FD 400m spacing 40 
SDs

600m spacing 40 
SDs

31

TALE FD

TA SD

Additionally install 50 SDs with 200m spacing  
near the TALE FD station (< 2km),   
to archive lower the threshold energy: 
for SD, Emode = 1015.5 eV 
for FD-SD hybrid, Emode =1016.3 eV 
1.5M$ for 5yrs approved by JSPS in 2019
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Y. Omura

Non Imaging CHErenkov array (NICHE)

14 Cherenkov light detectors (3 inch PMT + 45o Winston corn), ~ 800 m from TALE FD, 100 m spacing.
Deployment started Sep. 2017, commissioning until Feb. 2019. 

NICHE detector and operations Yugo Omura

A number of experiments have employed the non-imaging Cherenkov technique (AIROBICC,
BLANCA, CACTI, and Tunka) using the Cherenkov Light Distribution (CLD) to measure the
CR spectrum, while two experiments (Tunka and BASJE) have employed the Cherenkov Time
Width Lateral distribution technique (references in [5, 6]). The innovation of NICHE is to combine
these two techniques to construct an array of sufficiently large area to have significant overlap with
TALE air-Cherenkov measurements for energies above about 3 PeV and TA/TALE air fluorescence
measurements for energies above about 100 PeV, leading to a cross-calibration of the FD, IACT
and non-imaging CD measurements. It is important to compare energies independently determined
from the three types of detectors, the TALE FD, the scintillation counters of the TALE, and the
Cherenkov counters of NICHE. Comparing the air shower geometries from these detectors is also
intriguing.

3. NICHE at the TA site

A Kakenhi Grant by Japan Society for the Promotion of Science (JSPS) was approved in 2014
for four years, and a prototype array of 14 CDs has been developed. This array will be called
j-NICHE to distinguish it from other NICHE endeavors. The positions of the deployed j-NICHE
counters are shown in the left panel of Fig. 1. The detectors are deployed ∼ 800m away from the
MD site with 100m spacing to detect air Cherenkov lights generated by showers with E ≥ 3PeV
together with the MD and the TALE FDs.

Figure 1: Left: The map around the TA Middle Drum (MD) site. The j-NICHE counters denoted by greens
are deployed with 100m spacing ∼ 800m away from the MD site. Right: A j-NICHE counter in the field
with MD-FD behind.

A j-NICHE counter detects Cherenkov light by a 3-inch photomultiplier tube (PMT, Hama-
matsu R6233-100) whose the output signal is passed through FADC(200MHz, 12 bits) and stored
as a digital in a micro-SD card. A Winston cone of opening half-angle 45◦ is attached above PMT
to collect more inclined lights. We found the most of rays with θ = 43◦ can not be seen by PMT
according to the result of ray-tracing simulation for a NICHE detector using ROBAST[7] (see Fig.
3). The Winston cones are made by machining a solid aluminum 4-inch dowel at the University of
Utah.
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PMT#8, HV: 0.84 kV

Figure 4: Left: A typical gain curve. Each black point is the average of pedestal-subtracted integral of ∼ 400
signals by changing HV 0.84 to 1.36 kV with increment by 0.04 kV, and a red line is a power-law function
fitted all black point shown using a minimizer, MIGRAD based on Davidon-Fletcher-Powell method built
in MINUIT[10]. Right: CRAYS result. The number of photons into PMT is calculated by using a simple
ray-tracing simulation taking into account Rayleigh scattering in the chamber. A red line is a line fit function
using MIGRAD and allows us to count the number of photons in real data.

It also houses the batteries, data acquisition and control electronics. The j-NICHE counters have
only one PMT installed per counter, but a two-PMT design for future NICHE hybrid array will
allow for a local coincidence trigger and thus a lower threshold and/or a lower trigger rate.

Figure 5: Enclosure of a j-NICHE counter. Left: a CAD image. Right: Actual view of a j-NICHE counter.
A PMT, two electronics boxes, batteries, a motor and a charge controller can be seen.

4. NICHE operation

NICHE operation is held for a whole dark night from the end of the astronomical twilight to the
beginning of the next astronomical twilight, thus carried out at the same time as MD-FD operation.
Main PC at MD-FD building connects each detector via wire-less communication using SSH, and
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First Results from NICHE D.R. Bergman

Figure 5: Left: A plot of the NICHE response to an event from 20170921. The filled color circles are drawn
with centers at the locations of the NICHE counters with respect to TALE and with a radius proportional
to the total signal size seen in that counter. The color of the filled circle represents the relative time of
the counter trigger within the multiple, with purple being early and red being late. The size of the open
black circles represents the FWHM of the signal seen by the NICHE counter. The purple line represents the
location of the Shower-Detector Plane seen by TALE as projected onto the ground and with its uncertainty
given by the dotted lines. Right: A plot of the triggered tubes in the TALE detector. The filled black circles
represent the good, triggered PMTs with a location representing the direction viewed by the PMT and with
a radius proportional to the signal size. The black dots represent the viewing directions of all the rest of the
PMTS. The solid red line represents the Shower-Detector Plane as projected onto the celestial sphere, with
uncertainy given by the dotted lines. The directions to the triggered NICHE counters are given by the red
squares.

Figure 6: Left: A plot of the time vs. angle-in-the-SDP of TALE PMTs as black points with error bars. The
times of NICHE triggers as projected onto the TALE position are shown as blue points. There is one ad hoc
time added to all the NICHE times to get the best timing fit. The timing fit is shown as a red line. Right: The
distribution of ad hoc times over all NICHE-TALE coincident events. The distribution has a mean of 88 ns
and an RMS width of 45 ns.
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A coincidence event detected by NICHE and by TALE-FD at Sep. 21, 2017. And a hybrid geometry reconstruction 
from NICHE and TALE-FD data.
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Figure 5: Left: A plot of the NICHE response to an event from 20170921. The filled color circles are drawn
with centers at the locations of the NICHE counters with respect to TALE and with a radius proportional
to the total signal size seen in that counter. The color of the filled circle represents the relative time of
the counter trigger within the multiple, with purple being early and red being late. The size of the open
black circles represents the FWHM of the signal seen by the NICHE counter. The purple line represents the
location of the Shower-Detector Plane seen by TALE as projected onto the ground and with its uncertainty
given by the dotted lines. Right: A plot of the triggered tubes in the TALE detector. The filled black circles
represent the good, triggered PMTs with a location representing the direction viewed by the PMT and with
a radius proportional to the signal size. The black dots represent the viewing directions of all the rest of the
PMTS. The solid red line represents the Shower-Detector Plane as projected onto the celestial sphere, with
uncertainy given by the dotted lines. The directions to the triggered NICHE counters are given by the red
squares.

Figure 6: Left: A plot of the time vs. angle-in-the-SDP of TALE PMTs as black points with error bars. The
times of NICHE triggers as projected onto the TALE position are shown as blue points. There is one ad hoc
time added to all the NICHE times to get the best timing fit. The timing fit is shown as a red line. Right: The
distribution of ad hoc times over all NICHE-TALE coincident events. The distribution has a mean of 88 ns
and an RMS width of 45 ns.
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NICHE is a low energy extension of TALE sensitivity in order to measure 
the chemical composition of cosmic rays in the energy from 1 to 100 PeV.



TA×4

SD array of ~3000 km2 
by TA + additional 500 SDs 
                       with 2 km spacing 
+ 

2 FD stations (12 HiRes-II telescopes)   
4 FDs at the northern station 
8 FDs at the southern station 

TA SD array

TALE SD array

TA×4 FD FOV

TA×4 FD FOV
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TA×4 array

TA×4 array

In order to increase  
the event statistics@UHE 

↓ 
To increase the coverage from 

    TA = 700 km2 
↓ 

    TAx4 = 3,000 km2



TA×4
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Feb. 19 - Mar. 12, 2019 

257 SDs 
6 communication towers 

were installed in the site

TA×4 north 
130 SDs

TA×4 south 
127 SDs

TA  
507 SDs

TALE  
80 SDs



log10	(Ereco	/	Esim)�

57	EeV�

TA×4@Apr. 2019

35

TA×4 north 
130 SDs

TA×4 south 
127 SDs

TA  
507 SDs

TALE  
80 SDs

trigger efficiency 
> 95%@57EeV

energy resolution: 
25% 
angular resolution: 
2.2o



TA×4

TALE SD array

TA×4 FD FOV

TA×4 FD FOV
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TA×4 array

TA×4 array

TA×4 northern FD station

First light @ Feb. 16, 2018
TA SD array

First light @ Oct. 22, 2019

06/11/2019 TAx4 North FD Status – Greg Furlich 17

TAx4 FD South Construction

Installing Hires II refurbished FADC Electronics Racks 
(4 Racks, 2 PMT Clusters Each)

Installing Hires II Ring 1 Mirrors (3-17 degrees 
Elevation)

TA×4 southern FD station



TA×4 hybrid: real event sample
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Real hybrid event samples in May, 2019



Summary(1/3)
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Telescope Array is UHECR observatory in the northern hemisphere. 
Hybrid = Fluorescence Detectors + 700 km2 Surface Detector array 
Energy spectrum from 11 year observations by TA SD array 
Indication of the declination dependence 

TA Low Energy Extension (TALE) FD have measured energy spectrum. 
TA FD stereo and hybrid Xmax measurements 
Below 1019.1 eV TA hybrid data is found to be compatible with mixtures composed 
of predominantly light elements such as protons and helium.  

Hot spot from 11 years of data,  it is seen in the direction of Ursa Major (post trial 3σ 
significance). It now appears larger(extended) than we originally thought.  
NICHE is in operation since Sep. 2017.  
We need much more data at high energy end ‒ > TAx4 is in operation! 
Full TALE SD is now on-line! Hybrid observations since Sep. 2018. 

Hybrid measurement has extended the energy reach below ~1016 eV  
TA site is a platform for FUTURE!



Summary(2/3)
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in ICRR, University of Tokyo

10th anniversary of Telescope Array operation

symposium and ceremony at Dec. 19, 2018 

Thank you very much for your continuous support!



Congratulations!
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I would like to express
my congratulations on 
20th anniversary of the Foundation of the  
Pierre Auger Observatory



BACKUP

41


