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Figure 5.16: Fitting the ESR from the completed Observatory with a function
consisting of one empirically defined breakpoint. The fit function from mid-2008
through to 2014 is extrapolated on either side of the vertical rails.

5.5.3 Estimating Uncertainties

All attempts of parametrising the evolution of the ESR thus far have been met
with varying results. Through visual inspection it is obvious that a singular fit
spanning the entirety of the ESR fails to adequately describe the underlying data
set, most likely due to the discontinuity observed at the beginning of 2014. This
is reflected by the relatively large reduced c2. The goodness-of-fit can be im-
proved by introducing an empirically determined breakpoint within the function,
as shown in Figure 5.16. In this Section we will present a method which can be
used to estimate the uncertainties on the fitted parameters.

Estimated uncertainties for the fitted parameters are only meaningful if the re-
duced c2 returned by the fit is ⇠ 1. For instances where this is not the case, such
as those examples presented within this Chapter, it is possible to scale the error
bars of the data points by a factor S such that a reduced c2 of 1 is returned. It
should be noted that the error bars in question represent statistical uncertainties,
whereas the process of scaling errors is typically done if the systematic uncertain-
ties have been underestimated (and in certain cases where statistical uncertainties
are difficult to estimate). This can be justified by the necessity to account for the
uncertainty in the assumed functional form of the ESR, which is defined to be a
combination of a linear and sinusoidal function. If the true form of the ESR can
not be completely represented by such a function then it may lead to an artificially
large reduced c2.

SD completed a step?
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Figure 5.25: The ESR profile following the improvements to the aerosol database,
the SD weather correction on the shower size and (for completeness) a geomag-
netic shower size correction.

5.8.1 Discussion of Residual Features

The analyses improvements applied to both the FD and SD reconstructions have
been shown to improve the stability of the ESR. In particular, a significant re-
duction is observed with regards to the seasonal modulations which are of the
order of ⇠ 2% post-improvements. The same improvements appear to have had
a negligible effect on the ESR’s long term drift, which is estimated to be ⇠ �1.6%
post-improvements, indicating that the drift may originate from a factor beyond
those already accounted for in this Chapter. It should be noted that statistics are
limited beyond 2014, and that the drift appears to be consistent (within estimated
uncertainties) with both a stable ESR and a drift of �1.6% per year.

The residual non-zero amplitude observed in the seasonal modulation may be
related to the calibration of the FD. In Section 5.1.1, the FD calibration constants
(CFD) were introduced as a monitor for the gain of the FD pixels. It was noted that
the FD calibration constants have the freedom to fluctuate such that they appro-
priately account for any short and long term FD pixel gain variations, including
those which vary seasonally (see Figure 5.2). This includes seasonal gain fluctu-
ations as a function of temperature (Section 5.3) which we estimate, in the most
extreme scenario, to be as much as ⇠ 0.6%. Even in the most extreme case, the
seasonal modulations introduced from temperature dependent gain variations are
not sufficiently large enough to account for the entirety of the residual modula-
tion of the ESR (⇠ 2%), implying that another, more dominating effect should be
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Figure 5.24: The ESR following the application of the SD weather correction to
which the optimal broken function is fitted. It should be noted that no improve-
ments to the aerosol database were included in this reconstruction.

Additional details regarding the geomagnetic correction can be found in [127].
The resultant ESR profile following the aforementioned corrections to the FD and
SD analyses is illustrated in Figure 5.25. The seasonal modulations have improved
significantly following the corrections and are estimated to be 2.0 ± 0.4% and
1.7± 0.7% before and after the breakpoint, respectively. In comparison to the ESR
prior to any correction, it can be seen that modulations have decreased by ⇠ 3%
in both epochs. In contrast, the long term drift has not been met with a noticeable
improvement, and remains consistent with the ESR prior to any corrections.

The effect of the individual corrections on the long term drift and seasonal
modulation are summarised in Table 5.2. The listed fit parameter uncertainties
were estimated using the method described in Section 5.5.3.

c2
red

Drift [% per year]
(pre 2014)

Modulation [%]
(pre 2014)

Drift [% per year]
(post 2014)

Modulation [%]
(post 2014)

Nominal Energy Scale 1.93 �1.6 ± 0.2 5.1 ± 0.4 �1.0 ± 0.8 5.5 ± 0.7
+ Aero. DB 2.16 �1.7 ± 0.2 4.3 ± 0.4 �0.6 ± 0.9 4.0 ± 0.7
+ SD WC (old aero. DB) 1.76 �1.6 ± 0.2 2.7 ± 0.4 �1.2 ± 0.8 3.4 ± 0.7
+ Aero. DB + SD WC + Geo. 2.04 �1.6 ± 0.2 2.0 ± 0.4 �0.7 ± 0.9 1.7 ± 0.7

Table 5.2: Summary of the optimal broken fit parameters for different SD and FD
corrections.

With updates to aerosol DB, SD weather corrections, etc
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Figure 5.23: The monthly SD event rate (arbitrary units) for a threshold energy
of 3 EeV post-SD weather correction. The events used here were taken from the
Observer reconstruction. The linear function (red) is fitted across the same time
period (blue profile) as the data set defined earlier in this Chapter.

5.7.2 Application to the Energy Scale Ratio

The SD weather correction is performed on a shower-by-shower basis using Equa-
tion 5.13. At the time of this analysis, the correction existed as an Offline algo-
rithm applied post-reconstruction. The majority of the temperature and pressure
data used as part of the correction were recorded by the weather station located
at the Observatory’s CLF, with missing periods supplemented with data from
weather stations positioned at the FD sites [124]. The effect of the SD weather
correction on the ESR is shown in Figure 5.24, in which a clear reduction of the
seasonal modulations is observed. This is further supported from the fitted func-
tion, which estimates the amplitude to the seasonal modulations to be 2.7 ± 0.4%
and 3.4 ± 0.7% before and after the breakpoint, respectively. Interestingly, the SD
weather correction has not resulted in a significant change in the ESR’s long term
drift.

5.8 Combining Corrections

In this Section we combine both the improvements to the aerosol database analy-
sis as well as the SD weather correction to the ESR. In addition to these two cor-
rections a third correction accounting for the azimuthal modulation of estimated
cosmic ray energies due to the geomagnetic field is included for completeness.
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for some normalisation constant k. As this analysis is focussed on UHECR, the
spectral index g is chosen to have a single value of 3 to reflect the ‘flatter’ part
of the energy spectrum. The event rate is given by integrating Equation 5.20 with
respect to E above Eth as follows

Event Rate (E > Eth) =
Z •

Eth

dN
dE

dE (5.21)

Substituting Equation 5.20 into Equation 5.21, the above expression can be sim-
plified to

Event Rate =
Z •

Eth

kE�3dE = k
Z •

Eth

E�3dE =


� k

2E2

�•

Eth

=
k

2E2
th

(5.22)

Equation 5.22 can be used to determine how the event rate changes with changing
Eth

d(Event Rate)
dEth

= �kE�3
th (5.23)

which can be rearranged to give

d(Event Rate) = �kE�3
th ⇥ dEth (5.24)

Finally, dividing Equation 5.24 by Equation 5.22 gives

d(Event Rate)
Event Rate

=
�kE�3

th dEth

(k/2)E�2
th

= �2
dEth
Eth

(5.25)

Equation 5.25 shows how a drift in Eth causes a drift in the SD event rate (if a
spectral index of g = 3 is assumed). For example, if the threshold energy were
to increase by 10% (i.e. dEth/Eth = 0.1) then the event rate would decrease by
20%, as fewer events would meet the minimum energy requirements to satisfy
Eth. Alternatively, if we consider the scenario of a fixed Eth, then Equation 5.25
can be modified to indicate how a drift in the reconstructed shower energy (or
S38) can correspond to a change in the SD event rate above Eth

d(Event Rate)
Event Rate

= �2 ⇥ dS38
S38

(5.26)

The effect of the SD weather correction is demonstrated in Figure 5.22 for
which the SD event rate above 2 EeV is illustrated before and after weather cor-
rections. From the bottom profile in Figure 5.22 it is evident that the seasonal
modulations of the event rate (above a threshold energy) have been removed,
as seasonal atmospheric dependencies in shower sizes measured by the SD have
been taken into account.

A similar analysis to that shown in Figure 5.22 can be repeated for a threshold
SD energy of 3 EeV, to remain consistent with the minimum energy requirement

Some drift in S38?  Yes, of the 1.6% per year, 0.3% per year comes from the SD

SD event rate

above 3EeV

So showers are being reconstructed 
with a larger S38 by 0.3% per year, 
increasing the rate.
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Figure 6.6: Results for Coihueco for the years 2007 to 2016 calculated using the
Identical Pixel method. To reduce clutter, the horizontal axis has a bin width
equal to 1 synodic month rather than 1 night.
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Figure 6.7: Results for Coihueco using the Kv Method for calculating the photon
flux. The vertical axis is given in terms of

p
Photon Flux Ratio - to allow for direct

comparison with results obtained from the Identical Pixel Method. An interesting
note is the increased spread beyond ⇠ 2014, which is perhaps due to the lack of
absolute calibration campaigns in recent years (the most recent occurring in April
of 2013 [135]).
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Figure 6.5: The average NSB photon flux observed by the six telescopes (labelled)
of the Coihueco fluorescence detector during a single night. The colour scale rep-
resents the photon flux in units of 375 nm-equivalent photons/m2/deg2/µs. FD
pixels pointing towards higher elevations will, on average, observe a greater NSB
signal relative to those directed towards lower elevations. This may be attributed
to the reduction in atmospheric extinction of NSB photons as a function of de-
creasing zenith angle. The track of bright pixels observed in telescopes 2 and 3
can be attributed to a star (with a bright U-band magnitude) crossing the fields of
view of these two telescopes.

Using the cross check method outlined in Section 6.3, profiles of the NSB
photon flux ratio as a function of time are constructed. These profiles provide
a useful means of visualising the stability of the relative calibration for all tele-
scopes within a given FD site. NSB photon flux ratio profiles calculated using the
Identical Pixel method for Coihueco are shown in Figure 6.6. For this analysis
we have chosen to study the quantity

p
Photon Flux Ratio as we aim to clarify

the stability of the relative calibration of the FD, which is proportional to the cal-
ibration constant CFD, whereas the photon flux (Equation 6.6) is proportional to
[CFD]2. The equivalent results obtained using the Kv method are shown in Figure
6.7. In comparison to Figure 6.6, ratio profiles obtained through the Kv method
appear to be more consistent with a value of 1, with less spread about the central
values. This is an expected result as the Kv method, by construction, allows for
a more precise conversion between the NSB variance to a photon flux on a pixel
by pixel basis. Additional figures for the Los Leones, Los Morados and Loma
Amarilla fluorescence detectors are provided in Appendix C and show a similar
trend between the two methods.
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The long term stability of the relative calibration between a pair of adjacent
telescopes can be inferred from the slope of a linear function fitted to the ratio
profile. A slope compatible with a flat line would be an indication of a stable
relative calibration. Fitted slopes for individual ratio profiles are summarised in
Tables 6.2 and 6.3 for the Identical Pixel and Kv methods, respectively, and indicate
only a handful of telescope pairings with fitted slopes which are consistent with
zero. The average slopes for the two methods are compared for each FD site in
Table 6.4. For the case of the Los Leones and Los Morados FD sites, the Kv method
indicates a relative calibration that is more stable with time than that estimated
using the Identical Pixel method. For Loma Amarilla and Coihueco, the average
slope of both methods are consistent with one another.

T2/T1 T3/T2 T4/T3 T5/T4 T6/T5

Los Leones 1.12 ± 0.09 0.78 ± 0.04 0.39 ± 0.04 �0.30 ± 0.05 0.08 ± 0.02
Los Morados 0.56 ± 0.07 0.00 ± 0.07 �0.23 ± 0.04 0.83 ± 0.06 0.32 ± 0.02
Loma Amarilla 0.30 ± 0.05 0.06 ± 0.04 0.00 ± 0.03 �0.63 ± 0.06 0.35 ± 0.04
Coihueco 0.46 ± 0.04 �0.17 ± 0.03 �0.38 ± 0.09 0.77 ± 0.03 �0.68 ± 0.08

Table 6.2: Listed here are the fitted slopes (in % per year) to eachp
Photon Flux Ratio profile. The uncertainties were estimated by scaling the error

bars such that a reduced c2 of 1 is returned (see Section 5.5.3).

T2/T1 T3/T2 T4/T3 T5/T4 T6/T5

Los Leones 0.70 ± 0.08 0.28 ± 0.03 �0.13 ± 0.03 0.12 ± 0.04 �0.01 ± 0.02
Los Morados 0.07 ± 0.05 0.04 ± 0.07 �0.14 ± 0.03 0.08 ± 0.04 0.03 ± 0.02
Loma Amarilla �0.13 ± 0.04 0.11 ± 0.02 0.07 ± 0.03 �0.63 ± 0.06 0.12 ± 0.03
Coihueco 0.43 ± 0.01 �0.16 ± 0.03 �0.34 ± 0.07 0.43 ± 0.04 �0.08 ± 0.10

Table 6.3: Fitted slopes (in % per year) using the Kv method.

Identical Pixel Method Kv Method

Los Leones 0.41 ± 0.05 0.19 ± 0.04
Los Morados 0.29 ± 0.06 0.01 ± 0.05
Loma Amarilla �0.01 ± 0.05 �0.09 ± 0.04
Coihueco 0.00 ± 0.06 0.06 ± 0.06

Table 6.4: Average fitted slopes (across all adjacent telescope pairs) for each FD
station.

It is important to recognise that this particular analysis only provides a mea-
sure of the relative difference between the calibration of two telescopes and offers

Checking RELATIVE calibration between 

neighbouring telescopes using NSB

Averaged over 24 telescopes 
and all time, the relative 
calibration is good to 2%.
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field of view of CO 4 but is applicable to any star for which the previously listed
conditions are satisfied.

7.1.1 Identifying Star Signals from FD Night Sky Background Files

On clear (cloudless) nights, Sirius will appear as a bright spot moving across the
field of view of the telescope. Quantitatively, this signal will manifest itself as
significantly large measurements of the NSB variance. The transit of Sirius can be
visualised by converting the NSB into an average photon flux (using the method
discussed in Section 6.2.2), as shown in Figure 7.2.

The NSB is sampled every 30 seconds during data acquisition, allowing the
signal from Sirius to be calculated with the same regularity. The method is out-
lined as follows:

1. The first step is to recognise that NSB variance measurements (s2
total) stored

in the FD background files have contributions from the star of interest (s2
star)
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Figure 7.2: The NSB photon flux observed by the pixels of CO 4 averaged over a
period of less than 2 hours. The colour scale here indicates the average photon
flux in units of 375 nm-equivalent photons/m2/µs. The track of bright PMTs
can be attributed to the transit of Sirius (which begins at an elevation of ⇠ 10�
for the time period considered here). The expected path of Sirius is overlaid in
black. It should be noted that the brightness of the star (and the NSB) increases
with elevation. NSB photons viewed at higher elevations propagate through less
atmosphere, suffering from less atmospheric attenuation on their paths towards
the detector.
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Figure 7.7: The star signal from Sirius observed by CO 4 over several nights. The
colour scale here represents the average VAOD (up to a reference height of 4.5 km
a.s.l) as measured by the CLF.

measured during nights of less attenuation. The colour scale of Figure 7.7 repre-
sents the average nightly VAOD measured using the CLF and is inversely propor-
tional to the cleanliness of the atmosphere. Star tracks obtained from nights with
larger measured VAODs are attenuated more rapidly as a function of increasing
air mass. In theory, if all signals were measured with an equally calibrated in-
strument, each star track should converge to a single value at 0 air mass. The
significance of this detail will become apparent later in the analysis.

The ability to measure high quality star tracks is strongly dependent on ideal
observational conditions. The analysis requires cloudless nights during which FD
data acquisition remains largely uninterrupted, especially during the transit of
the star of interest. In a similar fashion to how varying atmospheres can affect
the track’s slope, observational conditions can alter the track length on different
nights i.e. the effective range of air mass covered by the star of interest. A number
of operational safety flags have been implemented in the FD system (see Section
6.1) that, when triggered, will block the telescope’s view of the star resulting in
an artificial shortening of the star track.

Modulations appear in each track as a consequence of the design of the FD
camera. For a perfectly efficient camera surface, one would expect the logarithm
of the star signal to be approximately linear as a function of air mass. However,
due to its pixelated design, the FD camera surface is not uniformly efficient, re-
sulting in almost periodic modulations in the star track. As previously mentioned,
a given star will traverse the sky along the same path night to night, implying that
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Figure 7.8: The spectrum of Sirius measured by the STIS. The large absorption
features above a wavelength of ⇠ 365 nm correspond to the Balmer series.
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Figure 7.9: Left: Measured multi-wavelength efficiency curve for Coihueco tele-
scope 4. All values are relative to 375 nm (the operational wavelength of the
absolute calibration). The same curve is used for Coihueco telescopes 1, 5 and 6,
along with all telescopes from Loma Amarilla and HEAT [141]. Right: Measured
spectrum for Sirius folded with the efficiency of Coihueco telescope 4.

scattering (tRayleigh) and ozone absorption (tO3). For a given value of l the ex-
pected signal from Sirius is given by:

Rayleigh Model(AM, l) = F
0
0(l)⇥ e�(tRayleigh(l)+tO3 (l))⇥AM (7.13)

where F0
0(l) is the weighted star spectrum evaluated at l. Daily measurements

for tRayleigh and tO3 are provided through the Global Data Assimilation System
(GDAS) and the Ozone Monitoring Instrument (OMI), respectively [142, 143]3.

3Accessed through a modified Offline tutorial module. Ozone data can be accessed through
the URL provided in reference [143].
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Figure 7.27: The differential light distribution for an FD camera (Los Leones tele-
scope 3) measured using a point-like light source mounted on an octocopter. The
vertical axis represents the average number of detected photons per pixel hngipix
divided by the expected number of photons Nexp

g . Additional details are provided
in [144].

light distributions for Sirius and Mirzam are shown in Figure 7.28. For a crown
of N pixels enclosed within a ring of radius z the total signal predicted by the
model is given by

Total SignalModel(z) =
N

Â
i

⇣
PSFSirius(zi) + PSFMirzam(z

0
i)
⌘

(7.24)

where zi and z
0
i is the space angle between the ith crown pixel and the pixel

observing Sirius and Mirzam, respectively. As the model is assumed to be radially
symmetric, all pixels belonging to the same crown will have an equal contribution
to the integrated signal. A new model is calculated for each track belonging to
the subset of tracks used in Figure 7.25.

A comparison between the measured average light beyond the nominal inte-
gration area and that predicted by this model is shown in Figure 7.29. The small
discrepancy between the central values in each z bin is most likely due to the
simplistic nature of the model, in that it only accounts for the light emitted from
two stars. In reality it is possible that additional (fainter) stars are captured within
the region of the sky covered by a given z ring, which are not accounted for in
this simple model. Nonetheless, Figure 7.29 demonstrates excellent agreement
between the two methods and implies that the PSF presented in Figure 7.27 can
be used to estimate a reliable correction for this analysis.

It is important to understand the nature of the shape of the PSF, particularly
at larger values of z. The measured differential light distribution shown in Figure
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where
�!
P PIXi = (r, fPIXi , qPIXi) and

�!
P star = (r, fstar, qstar). The choice of r

is arbitrary and chosen to be 1. Minimising z over all camera pixels gives
PIXstar, a first guess of the location of Sirius on the camera.

4. Search the area of the camera surrounding PIXstar for the pixel with the
largest NSB signal (call this PIXhottest). This is a precautionary step, and
more often than not PIXstar and PIXhottest correspond to the same pixel.

5. Identify the six pixels surrounding PIXhottest (Figure 7.4). The total star
signal will be integrated across this crown of pixels. This not only accounts
for the uncertainty in the location of the optical spot of the star on the camera
but also its size (the extent of the optical spot is discussed in greater detail
in Section 7.3.1).

The uncertainty in the location of the spot is partly due to the geometry of
the transit of the star across the camera. For example, from Figure 7.2 it
can be seen that the path of the star (indicated by the overlaid track) does
not always pass through the centre of the field of view of individual pixels,
particularly at higher elevations. During this particular segment of the track,
it is possible that PIXhottest regularly alternates between neighbouring pixels.
Integrating the signal across an extended region of the camera will minimise
the amount of signal lost due to the choice of PIXhottest. Due to the choice
of integration area, the analysis does not compute the signal if the spot of
the star is located along the border of the camera, as a complete crown can
not be formed.

Figure 7.4: The hottest pixel (central) and its surrounding crown.

6. Convert s2
star to a photon flux. This step is repeated for each pixel in the

crown of interest.

Fg =
s2

star ⇥ Kv ⇥ CFD
A ⇥ Dt

[photons/m2/µs] (7.3)

where definitions of Kv, CFD, A and Dt were provided in Section 6.2. The
total star signal at any point in time is then given by:

Ftotal = Â
i

Fg,i [photons/m2/µs] (7.4)

Star track analysis (inspired by Alberto Segretto’s work, but many problems solved)
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(a) Coihueco telescope 4
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(b) Los Leones telescope 1

Date
Jan/06 Jan/08 Jan/10 Jan/12 Jan/14 Jan/16 Jan/18

Ab
so

lu
te

 C
al

ib
ra

ti
on

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

 0.01±Avg Abs Cal = 1.03 
*Spread = 6.0 %

(c) Loma Amarilla telescope 6
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(d) Los Morados telescope 5

Figure 7.37: The absolute star calibration profiles for CO 4, LL 1, LA 6 and LM 5
estimated using Sirius. Sirius is observed rising in the East by CO 4, LL 1 and
LA 6 between August and November, and setting in the West by LM 5 between
February and June. The quoted spread is with respect to the mean value of each
year.

from this period as star tracks could not be reliably measured. Secondly, the FD
calibration constants for LL 1 for the period after November 2014 were found to
be unreliable [151]. Star tracks measured after this period were also omitted from
the results.

The four measurements of Figure 7.37 are characteristically different as no two
telescopes appear to be consistent with one another. For example, while the mean
values of the absolute calibration for CO 4 and LA 6 may be compatible, the indi-
vidual profiles do not appear to be consistent as a function of time. The profile for
CO 4 (if the first time bin is ignored) appears to only have small deviations from
a flat line, indicating an absolute calibration which is stable as a function of time.
In contrast, the profile of LA 6 has greater variation as a function of time, most
notably between the years 2008 to 2014, during which a significant downwards
drift is observed. Finally, the profile for LM 5 indicates a stable absolute calibra-
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pleteness. Any uncertainty in the Rayleigh optical depth will propagate through
to the Rayleigh model (effectively making the Rayleigh model appear brighter
or dimmer) and consequently, the fitted calibration. Previous studies [142] have
shown that data provided through GDAS can be adequately validated through
local atmospheric measurements with radio soundings and weather stations.

For the case of Sirius the total systematic uncertainty on the value of the fitted
absolute calibration is estimated to be 7 � 8%.

Source Contribution [%]

Optical Halo 3.5
Star Spectrum 5*
FD Efficiency 2-5**
Fitting Algorithm <1
Angstrom Coefficient <1
Rayleigh Optical Depth 1
Template Estimate 2
Total 7-8

Table 7.3: Summary of systematic errors and their respective contributions. The
total is given by the quadrature sum of the individual contributions. * for the case
of Sirius. ** 2% for Coihueco, Los Morados and Loma Amarilla telescope and 5%
for Los Leones.

7.4 Results and Discussion

Results obtained using several stars to estimate the calibration stability of indi-
vidual FD telescopes are presented in this Section. For the case of Sirius, in which
a measured stellar spectrum is used, the results can be used to monitor the long
term stability of the absolute FD calibration. For all other stars the results can
only be used to monitor the long term stability of the FD calibration in a relative
sense, as a large uncertainty exists on their absolute scales. This Section will also
include a comparison of the star calibration measurements obtained for multiple
stars observed by the same telescope, as well as the measurements obtained for
multiple telescopes within a single FD site and the implications of these results.

7.4.1 Sirius

Absolute star calibration measurements estimated for the four Sirius observing
FD telescopes are presented in Figure 7.37. It should be noted that the lack of
statistics for LL 1 (Figure 7.37b) can be attributed to two main factors. Firstly,
there existed an issue with the NSB variance measurements for LL 1, which began
in August 2010 lasting through to October 2011. We have chosen to omit data

Star track results (Sirius)
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Figure 7.49: Normalised ESR (red circles) and star calibration (black squares)
profiles for Coihueco and Loma Amarilla. The dashed black lines indicate the
dates of the filter cleaning campaigns. The dashed red line indicates the date of a
mirror cleaning campaign for Coihueco (no mirror cleaning campaigns for Loma
Amarilla were listed over the time period considered here).

measurement following the dates of the filter and mirror cleaning campaigns in
2011. A similar observation can be made following the cleaning campaigns oc-
curring in November 2013 and March 2014. The profiles following these cleaning
campaigns appear to "recover" by ⇠ 5� 10%, which is comparable to the expected
increase in the response of the FD depicted in Figure 7.48. The profiles of Loma
Amarilla display a similar recovery following its filter cleaning campaign, which
also occurred in March of 2014. Interestingly, the apparent stability of the respec-
tive measurements for both Coihueco and Loma Amarilla16 may be a result of
more regular filter cleaning campaigns in recent years.

For completeness ESR profiles for Los Leones and Los Morados with the recent
filter cleaning campaigns have been included in Figure 7.50. Similar to Coihueco
and Loma Amarilla, these two FD sites had their filters cleaned in March 2014.
The discontinuity in the respective ESR profiles is consistent with the expected
FD response to clean filters.

From the results presented in this Section, it appears that the effect of cleaning
the UV filters may correlate with the discontinuity observed in the star calibration
and ESR profiles of the FD. Furthermore, the magnitude of the discontinuity is
consistent with that of a previous analysis where the effect of cleaning filters was
studied using the CLF.

16A slight decrease is observed in 2015 for Coihueco, but this is not statistically significant.

Comparing star track and EFD/S38 results (the latter is called “ESR”)

- filter cleanings produce step (almost all filters cleaned in March 2004)

- lack of mirror/filter cleanings seem to correlate with drift

- interestingly, the drift does not seem to be affected by drum calibrations
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https://www.auger.unam.mx/AugerWiki/MergedListOfCleanings !8
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The Collaboration has chosen to address this issue in recent years with the
undertaking of filter and mirror cleaning campaigns. A log of filter and mirror
cleaning campaigns can be found in reference [163]. Mirrors are significantly
harder to clean compared to filters as individual mirror segments are removed,
cleaned separately and then realigned. Consequently, far fewer mirror cleaning
campaigns have been undertaken compared to filter cleaning campaigns. In the
following we investigate the effect of any relevant (between 2008 and 2015) clean-
ing procedures on the star calibration and ESR profiles of Coihueco and Loma
Amarilla.

The effect of cleaning the surface of the filters has been studied and docu-
mented in references [145, 164], with the results of a case study summarised in
Figure 7.48. A dedicated filter cleaning campaign was undertaken in March of
2014 with telescope 1 of HEAT (HEAT 1) in a downwards position. In such a con-
figuration, the fields of view of HEAT 1 and CO 3 overlap, allowing the relative
detected signal from the CLF, as observed by the two telescopes, to be studied.
The result shown in Figure 7.48 indicates a drop of the order of 10% in the ratio
following the cleaning of the HEAT 1 filter. The ratio is later restored to its origi-
nal value following the cleaning of the filter of CO 1. This result implies that the
effect of cleaning the filters is an increase in the FD response of ⇠ 10%.

Figure 7.48: The ratio of CLF signals detected by CO 3 and HEAT 1 over an
eight day period in March 2014. The downwards step corresponds to the filter
of HEAT 1 being cleaned. The upwards step corresponds to the cleaning of the
filter of CO 3 [164].

In Figure 7.49 the dates of several filter and mirror cleaning campaigns for
Coihueco and Loma Amarilla are labelled on the respective ESR and star calibra-
tion profiles. For Coihueco, there appears to be an increase in the star calibration

Phong p161:

[146]
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shower detector plane (SDP) is defined as all FD pixels enclosed within a partic-
ular region centred along the SDP. The angle between the centre of a pixel and
the spot centre estimated at a given time t is labelled as z. The light collection
area includes all pixels for which z < zopt, where zopt is the optimal z determined
through the maximisation of the signal to noise ratio of the enclosed pixels. Pre-
vious studies have shown that a fraction of the total signal is observed by pixels
beyond this area (where z > zopt) requiring an additional correction [154]. His-
torically this correction was based on parametrised angular distributions for both
the fluorescence and Cherenkov components of an air shower [155, 156]. Fold-
ing the intrinsic shower widths with the measured PSF of the FD telescopes [144]
predicted that the parametrised distributions were underestimating the amount
of additional light. The effect of this missing light took the form of a lateral
width correction, which was parametrised through the analysis of real shower
data which had been collected over several years of operation. The lateral width
correction therefore encompasses the average broadening of the width of a shower
convolved with the optical PSF [157].

Recent efforts have been made by members of the Collaboration to study the
effect of the deposition of dust on the reflective properties of the FD mirrors
[146]. More specifically, the study involved the measurement of the fraction of
signal (from a portable light source) which was diffusely scattered off the mirror.
This fraction, referred to as the diffusion reflectivity, is naturally anti-correlated
with the specular scattering of light off the mirror. If it is assumed that all of the
diffusely scattered light contributes to the broadening of the PSF, then the dif-
fusion reflectivity can be interpreted as a measure of the broadening of the PSF.
For the mirror monitored in [146]15 it was found that the dust layer which had
accumulated on the mirror’s surface after 12 years of operation caused the diffu-
sion reflectivity to increase by 15% at a wavelength of 325 nm. This is equivalent
to an increase in the broadening of the PSF of ⇠ 1.25% per year (assuming this
effect is linear in time), a rate which is comparable to the long term drift of the
FD calibration.

In summary, the light collection algorithms of the stellar photometry analy-
sis and FD event reconstruction attempt to correct for the effect of a broadened
PSF. The stellar photometry analysis employs a one sided 7% systematic correc-
tion which is assumed to be constant in time. The FD reconstruction analysis
addresses this problem through the lateral width correction which attempts to
correct for the average effect of a broadened PSF. As the dust layer of the FD
mirrors accumulates with time, the PSF presumably changes shape, resulting in
less light being collected by the respective light collection algorithms. The lack
of a dynamic correction in both analyses to account for this phenomenon can re-
sult in a systematic decrease in the measured signal, which may manifest in a
downwards long term drift.

15Telescope 2 of Coihueco.
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5 Measurements and results

5.1 Measurements in the laboratory

Measurements of the BRDF profile with the CASI instrument are rather cumbersome and time-
consuming. Thus, we normally restrict such measurements to few representative mirror segments.
Measurements were done on a segment installed on the Coihueco telescope 2, position 58 (row 1).
This segment was installed in September 2002, dismounted from the telescope in November 2014
after 12 years of the FD operation and sent back to our laboratory for inspection.

Besides measurements on its dusty surface, we tested two cleaning procedures. The first way
was to use a compressed air flow applied to a one half of the segment surface (a dry-air method).
The latter method was based on washing the latter half of the segment with de-mineralized water
using clean cloths to dry the surface (a wet method). Results of measurements before and after
the cleaning are summarized in table 2 in terms of the RMS and the level of di�usion represented
by the reflectivity RC,di� and the specular reflectivity RC,spec at the wavelength of 325 nm. These
parameters were calculated from corresponding BRDF profiles shown in figure 8a. Figure 8b plots
the fraction R of the reflected light energy as a function of the angular aperture calculated by means
of equation (4.5)).

Table 2. Results of measurements on the CASI system of the segment dismounted from Coihueco, telescope
2, position 58.

State of the mirror segment RMS [A] RC,spec @ 325 nm RC,di� @ 325 nm
After 12 years of operation 216 ± 10 78 ± 1 15 ± 1

Cleaned by dry-air (dry method) 79 ± 5 84 ± 1 4 ± 1
Cleaned by water (wet method) 56 ± 5 90 ± 1 < 1
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Figure 8. (a) BRDF profile of the segment dismounted from Coihueco, telescope 2, position 58, (b) the
fraction of the encircled energy of reflected light in aperture.

As seen in the table, the level of the dust contamination caused the increase of the di�usion
up to 15% at the wavelength of 325 nm after 12 years of operation, which is unacceptable. As for
cleaning procedures, the wet procedure is more e�ective that the dry-air method.
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Long term drift (plausible explanation):

Filter Cleaning:  
explanation of step at 

start of 2014

Joachim Debatin

Master’s thesis

Filter cleaning can cause a 10% step.

Almost all filters were cleaned in March 2014. 
 
The drum/XY scanner would, in principle, 
correct for dirty filters.

Note: even the drum calibration is blind to this effect  
and can’t correct for it
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• See Phong’s thesis, Chapter 8, for list of conclusions


• Relative calibration between telescopes seems fine (using NSB),  but there exists a 
drift and a step in the absolute calibration across all telescopes 
 

• Typical drift (up to 01/2014) in EFD/S38 is ~1.6% per year, including ~0.3%/year 
from the SD side.


• confirmed by star track analysis  


• plausible explanation is the accumulation of dust on the mirrors, broadening 
the PSF (Nozka et al.), affecting shower (and star) analysis.  


• Drum/(XY scanner) calibration is “blind” to this.  Only solution is cleaning. 

• Steps in absolute calibration caused by filter cleaning (well known).


• relative calibration is “blind” to this


• (Drum/XY scanner would correct for dirty filters, but in-between drum 
calibrations, filters getting dirty would contribute to the drift.) 

•   Emphasises the importance of regular cleaning of


• mirrors (big job, 5 year cycle? - suggested by Olomouc colleagues)


• filters (now done every 4 months I think)

!10
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Fig 5.25 from Phong’s thesis
(Weather and geomagnetic corrections to SD, Max’s improvements to DB)
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Figure 5.24: The ESR following the application of the SD weather correction to
which the optimal broken function is fitted. It should be noted that no improve-
ments to the aerosol database were included in this reconstruction.

Additional details regarding the geomagnetic correction can be found in [127].
The resultant ESR profile following the aforementioned corrections to the FD and
SD analyses is illustrated in Figure 5.25. The seasonal modulations have improved
significantly following the corrections and are estimated to be 2.0 ± 0.4% and
1.7± 0.7% before and after the breakpoint, respectively. In comparison to the ESR
prior to any correction, it can be seen that modulations have decreased by ⇠ 3%
in both epochs. In contrast, the long term drift has not been met with a noticeable
improvement, and remains consistent with the ESR prior to any corrections.

The effect of the individual corrections on the long term drift and seasonal
modulation are summarised in Table 5.2. The listed fit parameter uncertainties
were estimated using the method described in Section 5.5.3.

c2
red

Drift [% per year]
(pre 2014)

Modulation [%]
(pre 2014)

Drift [% per year]
(post 2014)

Modulation [%]
(post 2014)

Nominal Energy Scale 1.93 �1.6 ± 0.2 5.1 ± 0.4 �1.0 ± 0.8 5.5 ± 0.7
+ Aero. DB 2.16 �1.7 ± 0.2 4.3 ± 0.4 �0.6 ± 0.9 4.0 ± 0.7
+ SD WC (old aero. DB) 1.76 �1.6 ± 0.2 2.7 ± 0.4 �1.2 ± 0.8 3.4 ± 0.7
+ Aero. DB + SD WC + Geo. 2.04 �1.6 ± 0.2 2.0 ± 0.4 �0.7 ± 0.9 1.7 ± 0.7

Table 5.2: Summary of the optimal broken fit parameters for different SD and FD
corrections. !11

More recent data (post-Phong) …
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ICRC19 production
(Weather and geomagnetic corrections to SD)

drift (pre 2014):   -1.69 +/- 0.19 % per year      amplitude (pre 2014):  1.88 +/- 0.42 % 
drift (post 2014):  -0.68 +/- 0.28 % per year      amplitude (post 2014): 1.72 +/- 0.52 %

reduced drift rate “post-2014”

(regular filter cleaning?)

cause of remaining 
sinusoid amplitude?
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