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Extensive air showers
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Decay of neutral pions feeds em. shower component 
Decay of charged pions (~30 GeV) feeds muonic component
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Simulation of shower development (i)
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Proton shower of low 
energy (knee region)



Simulation of shower development (ii)
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Simulation of air shower tracks (i)
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Simulation of air shower tracks (ii)
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Particles of an iron shower
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Particles of an proton shower
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Particles of a gamma-ray shower
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Time structure in shower front
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Atmosphere and interaction length
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Indirect Detection of Cosmic Rays  

⊡ Table 
Parameters of air that are of relevance to air shower physics. The values are given for the
US standard atmosphere (National Aeronautics and Space Administration ) relative to
sea level

Altitude Vertical depth Local density Molière
Electron
Cherenkov Cherenkov

(km) (g/cm) (− g/cm) unit (m) threshold (MeV) angle (○)
  . × − . ×   .
 . . × − . ×   .
 . . × − . ×   .
  .   .
  .   .
  .   .
  .   .
.  .   .
.  .   .
 , .   .

GeV. The stable and relatively long-lived secondary hadrons (baryons, charged pions, and
kaons) form the hadronic shower component.This hadronic shower core feeds all other shower
components. High-energy photons from the decay of π are the dominant source for the elec-
tromagnetic shower component. The decay of charged pions and kaons gives rise to the muonic
shower component. In addition, up to % of the low-energy muons are produced by the em.
shower component. Conversely, muon interaction and decay lead again to em. particles.

In the early years of cosmic ray physics, shower properties were calculated solving cascade
equations, see Rossi and Greisen (), for example. Now it is common to simulate air showers
in much more detail with the Monte Carlo method. Commonly used simulation packages are
AIRES (Sciutto , ), CORSIKA (Heck et al. ), CONEX (Bergmann et al. ), COS-
MOS (Kasahara et al.), and SENECA (Drescher and Farrar ).The latter three combine the
numerical solution of cascade equations with Monte Carlo simulation techniques to increase
the simulation speed. In addition to being a very efficient method to handle the large number
of secondary particles in a shower, the Monte Carlo method allows the correct treatment of
shower-to-shower fluctuations.

In > Fig.  the particle tracks of photon-, proton-, and iron-induced air showers of  eV
are shown. To illustrate the differences between the showers the electromagnetic, muonic, and
hadronic components are shown separately. The em. component of showers is rather inde-
pendent of the primary particle type, and the number of muons and hadrons can be used for
estimating the type/mass of the primary particle.

In the following we will give an overview of analytic results describing shower properties
that are used to derive information on the energy and mass or particle type of the primary
particle. Up-to-date predictions from Monte Carlo simulations will be shown in > Sect. .
Additional information on the physics of air showers can be found in text books (Gaisser ;
Stanev ; Grieder ) and recent review articles (Anchordoqui et al. ; Engel et al.
).
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Competing processes of interaction and decay
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Interaction length

Decay length

lp ⇡ lK ⇡ 120g/cm2

(Fedynitch 2017)

lint =
hmairi
sint
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24160mb g/cm2
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Hadronic cascades
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Electromagnetic showers

 14



Heitler model
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Cascade equations
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Energy loss 
of electron:

Ec = a X0 ⇠ 85MeVCritical energy:

Cascade equations

(Rossi & Greisen, Rev. Mod. Phys. 13 (1940) 240)
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Shower age and Greisen formula
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(Greisen 1956, see also Lipari PRD 2009)
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Energy spectrum particles

Longitudinal profile



Mean longitudinal shower profile
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Cascade Eqs.
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E = 1016 eV

Calculation with cascade Eqs. 

Photons 
• Pair production 
• Compton scattering 

Electrons 
• Bremsstrahlung 
• Moller scattering 

Positrons 
• Bremsstrahlung 
• Bhabha scattering

(Bergmann et al.,  Astropart.Phys. 26 (2007) 420)



Energy spectra of secondary particles
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(Bergmann et al.,  Astropart.Phys. 26 (2007) 420)

Photons

Electrons

Positrons

e–

e+

Number of photons divergent

• Typical energy of electrons 
and positrons Ec ~ 80 MeV 

• Electron excess of 20 - 30% 

• Pair production symmetric 

• Excess of electrons in target



Lateral distribution of shower particles
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Z
q2 dN

dW
dW

<latexit sha1_base64="B70FUdnfmPO0pa0Ngm17brT4drc=">AAADMHicjVLLThRBFD20IA9BB1266TgxYUFIDzHRhA0BNW5QTBggoYFU99Q0lelXqmtIYNIf4y/4E251hyvj1o0/4MJTZQ8JEgLVqb6nzr331L1VFZWpqkwQfJ/w7k1O3Z+emZ17ML/w8FFr8fFuVQx1LLtxkRZ6PxKVTFUuu0aZVO6XWoosSuVeNNi0/r1TqStV5DvmrJSHmUhy1VexMKSOW2uhyo0fmhNpxNGqH/a1iEejUGd+r35fj1H4IZOJqMPlK+vjVjtYCdzwr4NOA9poxnbR+o0QPRSIMUQGiRyGOIVAxe8AHQQoyR1iRE4TKeeXqDHH3CGjJCME2QH/CVcHDZtzbTUrlx1zl5RTM3MWz+HjrVOMGG13lcQV7R/Oc8clN+4wcsq2wjPa6FJxi7zBCSNuy8yayJpZd8u0XRn08cp1o1hf6RjbZ3yp85oeTW7gPD7euMiEGpFbn/IEctouK7CnPFbwXcc9WuGsdCp5oyiop2nt6dt6bu5u3Je9sww1H0Tn/+u/DnZXVzrEH1+01zeapzGDp3iGJd7/S6zjHbZZcYxP+IKv+OZ99i68H97Pf6HeRJPzBFeG9+svln+wng==</latexit><latexit sha1_base64="B70FUdnfmPO0pa0Ngm17brT4drc=">AAADMHicjVLLThRBFD20IA9BB1266TgxYUFIDzHRhA0BNW5QTBggoYFU99Q0lelXqmtIYNIf4y/4E251hyvj1o0/4MJTZQ8JEgLVqb6nzr331L1VFZWpqkwQfJ/w7k1O3Z+emZ17ML/w8FFr8fFuVQx1LLtxkRZ6PxKVTFUuu0aZVO6XWoosSuVeNNi0/r1TqStV5DvmrJSHmUhy1VexMKSOW2uhyo0fmhNpxNGqH/a1iEejUGd+r35fj1H4IZOJqMPlK+vjVjtYCdzwr4NOA9poxnbR+o0QPRSIMUQGiRyGOIVAxe8AHQQoyR1iRE4TKeeXqDHH3CGjJCME2QH/CVcHDZtzbTUrlx1zl5RTM3MWz+HjrVOMGG13lcQV7R/Oc8clN+4wcsq2wjPa6FJxi7zBCSNuy8yayJpZd8u0XRn08cp1o1hf6RjbZ3yp85oeTW7gPD7euMiEGpFbn/IEctouK7CnPFbwXcc9WuGsdCp5oyiop2nt6dt6bu5u3Je9sww1H0Tn/+u/DnZXVzrEH1+01zeapzGDp3iGJd7/S6zjHbZZcYxP+IKv+OZ99i68H97Pf6HeRJPzBFeG9+svln+wng==</latexit><latexit sha1_base64="B70FUdnfmPO0pa0Ngm17brT4drc=">AAADMHicjVLLThRBFD20IA9BB1266TgxYUFIDzHRhA0BNW5QTBggoYFU99Q0lelXqmtIYNIf4y/4E251hyvj1o0/4MJTZQ8JEgLVqb6nzr331L1VFZWpqkwQfJ/w7k1O3Z+emZ17ML/w8FFr8fFuVQx1LLtxkRZ6PxKVTFUuu0aZVO6XWoosSuVeNNi0/r1TqStV5DvmrJSHmUhy1VexMKSOW2uhyo0fmhNpxNGqH/a1iEejUGd+r35fj1H4IZOJqMPlK+vjVjtYCdzwr4NOA9poxnbR+o0QPRSIMUQGiRyGOIVAxe8AHQQoyR1iRE4TKeeXqDHH3CGjJCME2QH/CVcHDZtzbTUrlx1zl5RTM3MWz+HjrVOMGG13lcQV7R/Oc8clN+4wcsq2wjPa6FJxi7zBCSNuy8yayJpZd8u0XRn08cp1o1hf6RjbZ3yp85oeTW7gPD7euMiEGpFbn/IEctouK7CnPFbwXcc9WuGsdCp5oyiop2nt6dt6bu5u3Je9sww1H0Tn/+u/DnZXVzrEH1+01zeapzGDp3iGJd7/S6zjHbZZcYxP+IKv+OZ99i68H97Pf6HeRJPzBFeG9+svln+wng==</latexit><latexit sha1_base64="B70FUdnfmPO0pa0Ngm17brT4drc=">AAADMHicjVLLThRBFD20IA9BB1266TgxYUFIDzHRhA0BNW5QTBggoYFU99Q0lelXqmtIYNIf4y/4E251hyvj1o0/4MJTZQ8JEgLVqb6nzr331L1VFZWpqkwQfJ/w7k1O3Z+emZ17ML/w8FFr8fFuVQx1LLtxkRZ6PxKVTFUuu0aZVO6XWoosSuVeNNi0/r1TqStV5DvmrJSHmUhy1VexMKSOW2uhyo0fmhNpxNGqH/a1iEejUGd+r35fj1H4IZOJqMPlK+vjVjtYCdzwr4NOA9poxnbR+o0QPRSIMUQGiRyGOIVAxe8AHQQoyR1iRE4TKeeXqDHH3CGjJCME2QH/CVcHDZtzbTUrlx1zl5RTM3MWz+HjrVOMGG13lcQV7R/Oc8clN+4wcsq2wjPa6FJxi7zBCSNuy8yayJpZd8u0XRn08cp1o1hf6RjbZ3yp85oeTW7gPD7euMiEGpFbn/IEctouK7CnPFbwXcc9WuGsdCp5oyiop2nt6dt6bu5u3Je9sww1H0Tn/+u/DnZXVzrEH1+01zeapzGDp3iGJd7/S6zjHbZZcYxP+IKv+OZ99i68H97Pf6HeRJPzBFeG9+svln+wng==</latexit>

Expectation value hq2i ⇠
✓

Es

E

◆2

<latexit sha1_base64="FT+FD+NtWVWTDm8gyU1Pl6WriCw=">AAADMHicjVLLahRBFD1pX0l8jbp00zgIcRN6QkDBTVBH3AgRnCSQjkN1p6anmOoHVTWBOPTH+Av+hFvd6UrcuvEHXHiq7AQ0BK2m+t4699xT91ZV1mhlXZJ8WYouXLx0+cryyurVa9dv3Ozdur1j67nJ5SivdW32MmGlVpUcOeW03GuMFGWm5W42e+rju0fSWFVXr91xIw9KUVRqonLhCI17j1MtqkLLOHVT6cSbjTg1HWBVGadaTtxaOjEiXwzHtl0M29SoYuoekDnu9ZP1JIz4rDPonD66sV33fiDFIWrkmKOERAVHX0PA8tvHAAkaYgdYEDP0VIhLtFhl7pwsSYYgOuO/4Gq/QyuuvaYN2Tl30ZyGmSu4jxjPg2JGtt9V0re0PznfBqw4d4dFUPYVHtNmp4oviTtMyfhXZtkxW2b9X6bvymGCR6EbxfqagPg+81OdZ4wYYrMQiTEMzIIaWVgf8QQq2hEr8Kd8ohCHjg9pRbAyqFSdoqCeofWn7+s5v7uTvvydlWj5IAZ/X/9ZZ2djfUD/1WZ/60n3NJZxF/ewxvt/iC28wDYrzvEOH/ARn6L30efoa/TtNzVa6nLu4I8Rff8Fj9Sv2Q==</latexit><latexit sha1_base64="FT+FD+NtWVWTDm8gyU1Pl6WriCw=">AAADMHicjVLLahRBFD1pX0l8jbp00zgIcRN6QkDBTVBH3AgRnCSQjkN1p6anmOoHVTWBOPTH+Av+hFvd6UrcuvEHXHiq7AQ0BK2m+t4699xT91ZV1mhlXZJ8WYouXLx0+cryyurVa9dv3Ozdur1j67nJ5SivdW32MmGlVpUcOeW03GuMFGWm5W42e+rju0fSWFVXr91xIw9KUVRqonLhCI17j1MtqkLLOHVT6cSbjTg1HWBVGadaTtxaOjEiXwzHtl0M29SoYuoekDnu9ZP1JIz4rDPonD66sV33fiDFIWrkmKOERAVHX0PA8tvHAAkaYgdYEDP0VIhLtFhl7pwsSYYgOuO/4Gq/QyuuvaYN2Tl30ZyGmSu4jxjPg2JGtt9V0re0PznfBqw4d4dFUPYVHtNmp4oviTtMyfhXZtkxW2b9X6bvymGCR6EbxfqagPg+81OdZ4wYYrMQiTEMzIIaWVgf8QQq2hEr8Kd8ohCHjg9pRbAyqFSdoqCeofWn7+s5v7uTvvydlWj5IAZ/X/9ZZ2djfUD/1WZ/60n3NJZxF/ewxvt/iC28wDYrzvEOH/ARn6L30efoa/TtNzVa6nLu4I8Rff8Fj9Sv2Q==</latexit><latexit sha1_base64="FT+FD+NtWVWTDm8gyU1Pl6WriCw=">AAADMHicjVLLahRBFD1pX0l8jbp00zgIcRN6QkDBTVBH3AgRnCSQjkN1p6anmOoHVTWBOPTH+Av+hFvd6UrcuvEHXHiq7AQ0BK2m+t4699xT91ZV1mhlXZJ8WYouXLx0+cryyurVa9dv3Ozdur1j67nJ5SivdW32MmGlVpUcOeW03GuMFGWm5W42e+rju0fSWFVXr91xIw9KUVRqonLhCI17j1MtqkLLOHVT6cSbjTg1HWBVGadaTtxaOjEiXwzHtl0M29SoYuoekDnu9ZP1JIz4rDPonD66sV33fiDFIWrkmKOERAVHX0PA8tvHAAkaYgdYEDP0VIhLtFhl7pwsSYYgOuO/4Gq/QyuuvaYN2Tl30ZyGmSu4jxjPg2JGtt9V0re0PznfBqw4d4dFUPYVHtNmp4oviTtMyfhXZtkxW2b9X6bvymGCR6EbxfqagPg+81OdZ4wYYrMQiTEMzIIaWVgf8QQq2hEr8Kd8ohCHjg9pRbAyqFSdoqCeofWn7+s5v7uTvvydlWj5IAZ/X/9ZZ2djfUD/1WZ/60n3NJZxF/ewxvt/iC28wDYrzvEOH/ARn6L30efoa/TtNzVa6nLu4I8Rff8Fj9Sv2Q==</latexit><latexit sha1_base64="FT+FD+NtWVWTDm8gyU1Pl6WriCw=">AAADMHicjVLLahRBFD1pX0l8jbp00zgIcRN6QkDBTVBH3AgRnCSQjkN1p6anmOoHVTWBOPTH+Av+hFvd6UrcuvEHXHiq7AQ0BK2m+t4699xT91ZV1mhlXZJ8WYouXLx0+cryyurVa9dv3Ozdur1j67nJ5SivdW32MmGlVpUcOeW03GuMFGWm5W42e+rju0fSWFVXr91xIw9KUVRqonLhCI17j1MtqkLLOHVT6cSbjTg1HWBVGadaTtxaOjEiXwzHtl0M29SoYuoekDnu9ZP1JIz4rDPonD66sV33fiDFIWrkmKOERAVHX0PA8tvHAAkaYgdYEDP0VIhLtFhl7pwsSYYgOuO/4Gq/QyuuvaYN2Tl30ZyGmSu4jxjPg2JGtt9V0re0PznfBqw4d4dFUPYVHtNmp4oviTtMyfhXZtkxW2b9X6bvymGCR6EbxfqagPg+81OdZ4wYYrMQiTEMzIIaWVgf8QQq2hEr8Kd8ohCHjg9pRbAyqFSdoqCeofWn7+s5v7uTvvydlWj5IAZ/X/9ZZ2djfUD/1WZ/60n3NJZxF/ewxvt/iC28wDYrzvEOH/ARn6L30efoa/TtNzVa6nLu4I8Rff8Fj9Sv2Q==</latexit>

r ⇠
✓

Es

E

◆
X0

rair
<latexit sha1_base64="++wGCXJWwcePZ4+oZbiMCnpqKaM=">AAADNHicjVLLahRBFD3pqHn4GuPSTeMgRJDQEwTdJSSOuBEiOMlAOjTVnZqeYvpFdU0gNv05/oI/4VYXgjtxqz/gwlOVTkBD0Gq67q1zzz11b1XFVaZqEwRfFrzFa9dvLC2vrN68dfvO3d69tf26nOtEjpIyK/U4FrXMVCFHRplMjistRR5n8iCe7dr4wYnUtSqLt+a0kke5SAs1UYkwhKLelvbDWuV+mMmJWQ8nWiTNMKrbZtiGWqVT89gPn/hn+DgK2ibU0zLinPtC6baNev1gI3DDv+wMOqePbuyVvZ8IcYwSCebIIVHA0M8gUPM7xAABKmJHaIhpesrFJVqsMndOliRDEJ1xTrk67NCCa6tZu+yEu2T8NTNX8Ag+XjrFmGy7q6Rf0/7i/85h6ZU7NE7ZVnhKG18oviZuMCXjX5l5x2yZ9X+ZtiuDCZ67bhTrqxxi+0wudF4woonNXMTH0DFTasRufcITKGhHrMCe8rmC7zo+phXOSqdSdIqCeprWnr6t5+ruzvuyd5bDPojB39d/2dnf3BjQf/O0v73TPY1lPMBDrPP+n2Ebr7DHihO8x0d8wmfvg/fV++Z9P6N6C13OffwxvB+/Aa9Isgc=</latexit><latexit sha1_base64="++wGCXJWwcePZ4+oZbiMCnpqKaM=">AAADNHicjVLLahRBFD3pqHn4GuPSTeMgRJDQEwTdJSSOuBEiOMlAOjTVnZqeYvpFdU0gNv05/oI/4VYXgjtxqz/gwlOVTkBD0Gq67q1zzz11b1XFVaZqEwRfFrzFa9dvLC2vrN68dfvO3d69tf26nOtEjpIyK/U4FrXMVCFHRplMjistRR5n8iCe7dr4wYnUtSqLt+a0kke5SAs1UYkwhKLelvbDWuV+mMmJWQ8nWiTNMKrbZtiGWqVT89gPn/hn+DgK2ibU0zLinPtC6baNev1gI3DDv+wMOqePbuyVvZ8IcYwSCebIIVHA0M8gUPM7xAABKmJHaIhpesrFJVqsMndOliRDEJ1xTrk67NCCa6tZu+yEu2T8NTNX8Ag+XjrFmGy7q6Rf0/7i/85h6ZU7NE7ZVnhKG18oviZuMCXjX5l5x2yZ9X+ZtiuDCZ67bhTrqxxi+0wudF4woonNXMTH0DFTasRufcITKGhHrMCe8rmC7zo+phXOSqdSdIqCeprWnr6t5+ruzvuyd5bDPojB39d/2dnf3BjQf/O0v73TPY1lPMBDrPP+n2Ebr7DHihO8x0d8wmfvg/fV++Z9P6N6C13OffwxvB+/Aa9Isgc=</latexit><latexit sha1_base64="++wGCXJWwcePZ4+oZbiMCnpqKaM=">AAADNHicjVLLahRBFD3pqHn4GuPSTeMgRJDQEwTdJSSOuBEiOMlAOjTVnZqeYvpFdU0gNv05/oI/4VYXgjtxqz/gwlOVTkBD0Gq67q1zzz11b1XFVaZqEwRfFrzFa9dvLC2vrN68dfvO3d69tf26nOtEjpIyK/U4FrXMVCFHRplMjistRR5n8iCe7dr4wYnUtSqLt+a0kke5SAs1UYkwhKLelvbDWuV+mMmJWQ8nWiTNMKrbZtiGWqVT89gPn/hn+DgK2ibU0zLinPtC6baNev1gI3DDv+wMOqePbuyVvZ8IcYwSCebIIVHA0M8gUPM7xAABKmJHaIhpesrFJVqsMndOliRDEJ1xTrk67NCCa6tZu+yEu2T8NTNX8Ag+XjrFmGy7q6Rf0/7i/85h6ZU7NE7ZVnhKG18oviZuMCXjX5l5x2yZ9X+ZtiuDCZ67bhTrqxxi+0wudF4woonNXMTH0DFTasRufcITKGhHrMCe8rmC7zo+phXOSqdSdIqCeprWnr6t5+ruzvuyd5bDPojB39d/2dnf3BjQf/O0v73TPY1lPMBDrPP+n2Ebr7DHihO8x0d8wmfvg/fV++Z9P6N6C13OffwxvB+/Aa9Isgc=</latexit><latexit sha1_base64="++wGCXJWwcePZ4+oZbiMCnpqKaM=">AAADNHicjVLLahRBFD3pqHn4GuPSTeMgRJDQEwTdJSSOuBEiOMlAOjTVnZqeYvpFdU0gNv05/oI/4VYXgjtxqz/gwlOVTkBD0Gq67q1zzz11b1XFVaZqEwRfFrzFa9dvLC2vrN68dfvO3d69tf26nOtEjpIyK/U4FrXMVCFHRplMjistRR5n8iCe7dr4wYnUtSqLt+a0kke5SAs1UYkwhKLelvbDWuV+mMmJWQ8nWiTNMKrbZtiGWqVT89gPn/hn+DgK2ibU0zLinPtC6baNev1gI3DDv+wMOqePbuyVvZ8IcYwSCebIIVHA0M8gUPM7xAABKmJHaIhpesrFJVqsMndOliRDEJ1xTrk67NCCa6tZu+yEu2T8NTNX8Ag+XjrFmGy7q6Rf0/7i/85h6ZU7NE7ZVnhKG18oviZuMCXjX5l5x2yZ9X+ZtiuDCZ67bhTrqxxi+0wudF4woonNXMTH0DFTasRufcITKGhHrMCe8rmC7zo+phXOSqdSdIqCeprWnr6t5+ruzvuyd5bDPojB39d/2dnf3BjQf/O0v73TPY1lPMBDrPP+n2Ebr7DHihO8x0d8wmfvg/fV++Z9P6N6C13OffwxvB+/Aa9Isgc=</latexit>

Displacement of particle

dNe

dE
⇠ Ec

E1+s
<latexit sha1_base64="SHBRoZD53RlZkbKWrot+BOSaLkA=">AAADKXicjVLLahRBFD1pH3n4Gs3STeMgCELoloBZBnUkm0gEJwlk4lBdUzMW0y+qegKx6R/xF/wJt7pzF936Af6AC09VegJJCFpN9b117rmn7q2qpEy1raLox0Jw7fqNm4tLyyu3bt+5e69z/8GuLWZGqr4s0sLsJ8KqVOeqX+kqVfulUSJLUrWXTF+6+N6RMlYX+bvquFSHmZjkeqylqAgNO+uDsRGyrgcmC0fNm6Fq5n6vCQdWZ+EpoTeUTd17X8dPbdMMO91oLfIjvOzErdNFO3aKzm8MMEIBiRkyKOSo6KcQsPwOECNCSewQNTFDT/u4QoMV5s7IUmQIolP+J1wdtGjOtdO0Pltyl5TTMHMZjxHitVdMyHa7KvqW9g/nR49Nrtyh9squwmPa5Exxm3iFD2T8KzNrmQ2z/i/TdVVhjA3fjWZ9pUdcn/JM5xUjhtjUR0L0PHNCjcSvj3gCOW2fFbhTniuEvuMRrfBWeZW8VRTUM7Tu9F09V3c378vdWQb3IOKL13/Z2X22FtN/u97dfNE+jSU8xCM84f0/xya2sMOKJT7hC77iW/A5+B6cBD9PqcFCm7OKcyP49RfTa63t</latexit><latexit sha1_base64="SHBRoZD53RlZkbKWrot+BOSaLkA=">AAADKXicjVLLahRBFD1pH3n4Gs3STeMgCELoloBZBnUkm0gEJwlk4lBdUzMW0y+qegKx6R/xF/wJt7pzF936Af6AC09VegJJCFpN9b117rmn7q2qpEy1raLox0Jw7fqNm4tLyyu3bt+5e69z/8GuLWZGqr4s0sLsJ8KqVOeqX+kqVfulUSJLUrWXTF+6+N6RMlYX+bvquFSHmZjkeqylqAgNO+uDsRGyrgcmC0fNm6Fq5n6vCQdWZ+EpoTeUTd17X8dPbdMMO91oLfIjvOzErdNFO3aKzm8MMEIBiRkyKOSo6KcQsPwOECNCSewQNTFDT/u4QoMV5s7IUmQIolP+J1wdtGjOtdO0Pltyl5TTMHMZjxHitVdMyHa7KvqW9g/nR49Nrtyh9squwmPa5Exxm3iFD2T8KzNrmQ2z/i/TdVVhjA3fjWZ9pUdcn/JM5xUjhtjUR0L0PHNCjcSvj3gCOW2fFbhTniuEvuMRrfBWeZW8VRTUM7Tu9F09V3c378vdWQb3IOKL13/Z2X22FtN/u97dfNE+jSU8xCM84f0/xya2sMOKJT7hC77iW/A5+B6cBD9PqcFCm7OKcyP49RfTa63t</latexit><latexit sha1_base64="SHBRoZD53RlZkbKWrot+BOSaLkA=">AAADKXicjVLLahRBFD1pH3n4Gs3STeMgCELoloBZBnUkm0gEJwlk4lBdUzMW0y+qegKx6R/xF/wJt7pzF936Af6AC09VegJJCFpN9b117rmn7q2qpEy1raLox0Jw7fqNm4tLyyu3bt+5e69z/8GuLWZGqr4s0sLsJ8KqVOeqX+kqVfulUSJLUrWXTF+6+N6RMlYX+bvquFSHmZjkeqylqAgNO+uDsRGyrgcmC0fNm6Fq5n6vCQdWZ+EpoTeUTd17X8dPbdMMO91oLfIjvOzErdNFO3aKzm8MMEIBiRkyKOSo6KcQsPwOECNCSewQNTFDT/u4QoMV5s7IUmQIolP+J1wdtGjOtdO0Pltyl5TTMHMZjxHitVdMyHa7KvqW9g/nR49Nrtyh9squwmPa5Exxm3iFD2T8KzNrmQ2z/i/TdVVhjA3fjWZ9pUdcn/JM5xUjhtjUR0L0PHNCjcSvj3gCOW2fFbhTniuEvuMRrfBWeZW8VRTUM7Tu9F09V3c378vdWQb3IOKL13/Z2X22FtN/u97dfNE+jSU8xCM84f0/xya2sMOKJT7hC77iW/A5+B6cBD9PqcFCm7OKcyP49RfTa63t</latexit><latexit sha1_base64="SHBRoZD53RlZkbKWrot+BOSaLkA=">AAADKXicjVLLahRBFD1pH3n4Gs3STeMgCELoloBZBnUkm0gEJwlk4lBdUzMW0y+qegKx6R/xF/wJt7pzF936Af6AC09VegJJCFpN9b117rmn7q2qpEy1raLox0Jw7fqNm4tLyyu3bt+5e69z/8GuLWZGqr4s0sLsJ8KqVOeqX+kqVfulUSJLUrWXTF+6+N6RMlYX+bvquFSHmZjkeqylqAgNO+uDsRGyrgcmC0fNm6Fq5n6vCQdWZ+EpoTeUTd17X8dPbdMMO91oLfIjvOzErdNFO3aKzm8MMEIBiRkyKOSo6KcQsPwOECNCSewQNTFDT/u4QoMV5s7IUmQIolP+J1wdtGjOtdO0Pltyl5TTMHMZjxHitVdMyHa7KvqW9g/nR49Nrtyh9squwmPa5Exxm3iFD2T8KzNrmQ2z/i/TdVVhjA3fjWZ9pUdcn/JM5xUjhtjUR0L0PHNCjcSvj3gCOW2fFbhTniuEvuMRrfBWeZW8VRTUM7Tu9F09V3c378vdWQb3IOKL13/Z2X22FtN/u97dfNE+jSU8xCM84f0/xya2sMOKJT7hC77iW/A5+B6cBD9PqcFCm7OKcyP49RfTa63t</latexit>
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Nishimura-Kamata-Greisen 
lateral distribution function
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Muon production in hadronic showers

Primary particle proton

π0 decay immediately

π± initiate new cascades 

Assumptions:  
• cascade stops at 

• each hadron produces one muon 

Epart = Edec

Nµ =
�

E0

Edec

⇥�

� =
lnnch

lnntot
� 0.82 . . .0.95

(Matthews, Astropart.Phys. 22, 2005)  22
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Electromagnetic energy and energy transfer
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 Model dependence of correction to obtain total energy small

(RE, Pierog, Heck, ARNPS 2011)

Ratio of em. to total 
shower energy
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Detailed Monte Carlo 
simulation with CONEX



Superposition model
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Proton-induced shower

Nµ =
�

E0

Edec

⇥�

Nmax = E0/Ec

Assumption: nucleus of mass A and energy E0 corresponds 
                        to A nucleons (protons) of energy En = E0/A

Xmax � �eff ln(E0)

XA
max � �eff ln(E0/A)

NA
µ = A

�
E0

AEdec

⇥�
= A1��Nµ

NA
max = A

�
E0

AEc

⇥
= Nmax

�� 0.9



Superposition model: correct prediction of mean Xmax

56

42

39

24

iron nucleus

Depth X

Number of 
nucleons without  
interaction

56

42
39

24
56 protons

iron

npart =
�Fe�air

�p�air

Glauber approximation (unitarity)

Superposition and semi-superposition models 
applicable to inclusive (averaged) observables

(J. Engel et al. PRD D46, 1992)
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Measured components of air showers
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Longitudinal profile: 
Cherenkov light 
Fluorescence light 
(bulk of particles measured)

Lateral profiles: 
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Longitudinal shower profile
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Nmax = E0/Ec

Xmax � De ln(E0/Ec)

Superposition model:

XA
max � De ln(E0/AEc)



Mean depth of shower maximum

 29(RE, Pierog, Heck, ARNPS 2011)
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Different slopes for em. and hadronic showers

 30(RE, Pierog, Heck, ARNPS 2011)
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Derivation of elongation rate theorem
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Elongation rate theorem
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Bn =
d lnntot

d lnE

B� =� 1
X0

d�int

d lnE

Dhad
e = X0(1�Bn�B�)

Large if multiplicity of high energy particles  
rises very fast, zero in case of scaling

(Linsley, Watson PRL46, 1981) 

Large if cross section rises rapidly with energy

D10 = log(10)DeNote: 

X0 = 36 g/cm2
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Mean depth of shower maximum

 33(RE, Pierog, Heck, ARNPS 2011)

QGSJET predicts very 
strong scaling violations



Elongation rates and model features
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Dhad
10 = ln10 X0(1�Bn�B�)

Elongation rate theorem

(Linsley, Watson PRL46, 1981) 

factor ~ 87 g/cm2
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d lnntot

d lnE

B� =� 1
X0
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d lnE

Large if multiplicity of 
high energy particles  
rises very fast, zero in 
case of scaling

Large if cross section 
rises rapidly with energy

0

100

200

300

400

500

600

700

800

10
2

10
3

10
4

10
5

 Ecms (GeV)

 N
Ch

 p-Air Multiplicity

0

0.2

0.4

0.6

0.8

1

10
2

10
3

10
4

10
5

 Ecms (GeV)

 E
la

st
ic

ity

 p-Air Elasticity

QGSJET II

EPOS 1.6

QGSJET01

SIBYLL

0

100

200

300

400

500

600

700

800

10
2

10
3

10
4

10
5

 Ecms (GeV)

 N
Ch

 p-Air Multiplicity

0

0.2

0.4

0.6

0.8

1

10
2

10
3

10
4

10
5

 Ecms (GeV)

 E
la

st
ic

ity

 p-Air Elasticity

QGSJET II

EPOS 1.6

QGSJET01

SIBYLL



Air shower ground arrays: Ne and Nµ
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lnE = a · lnNe + b · lnNµ

Energy conservation

KASCADE and KASCADE-Grande
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lnE = a · lnNe + b · lnNµ

Energy conservation

KASCADE and KASCADE-Grande

Air shower ground arrays: Ne and Nµ



Measurement of hadronic cross section
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Cross section measurement with air showers

 38

Number of charged particles

point of  
first interaction

Depth X  (g/cm2)

X1

Difficulties 

• mass composition (protons?) 
• X1 cannot be measured directly

(R. Ulrich et al. NJP 11, 2009, and talk at this meeting)
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Universality features of high-energy showers (i)
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Profiles shifted in depthSimulated shower profiles

Depth of X1 and Xmax strongly correlated, use Xmax for analysis

But there are shower-to-shower 
fluctuations of profile shape

Selection of protons: select very deep showers



Analysis Approach
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Cross section measurement: 
composition
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Analysis Approach
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Simulation for proton showers with 
different cross sections: 
very good sensitivity of tail of distribution

Example of distribution of 
 Xmax for mixed composition

Only deep showers are used in 
analysis to enhance proton 
fraction in data sample

(Pierre Auger Collab. 1107.4804)



Cross section measurement: self-consistency
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The Tail Fit

Energy interval: 1018 − 1018.5 eV
Same high-quality cuts as for ⟨Xmax⟩ measurement
Fiducial volume cuts optimized for large slant depths
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Ralf Ulrich for the Pierre Auger Collaboration 3

Depth range of analysis

Dependence of Λη from Cross-Section
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Ralf Ulrich for the Pierre Auger Collaboration 4

Simulation of data sample with different 
cross sections, interpolation to measured 
low-energy values

Cross section accepted if simulated slope fits 
measured slope of Xmax distribution

Proton-Air Cross-Section
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(Auger Collab. 1107.4804)

Summary

Well beyond LHC energies: Ecr = 1018.24 eV,
√
s = 57TeV

Significantly improved analysis approach at these energies

Dedicated fiducial event selection for deeply penetrating events

Consistent description of cross-section in air showers

Composition systematics studied in detail, Helium dominated

Monte-Carlo model systematics not large
(QGSJet, QGSJetII, EPOS, SIBYLL)

σp -air =
(

505 ± 22stat (+24
−33)sys

)

mb at E0 = 10
18.24

eV

σ
inel
pp =

(

90 ± 7stat (+8
−11)sys ± 1.5Glauber

)

mb at
√
s = 57TeV



High-energy frontier: proton-air cross section
Proton-Air Cross-Section Summary
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Inelastic Proton-Proton Cross-Section

Standard Glauber conversion + propagation of modeling uncertainties
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Conversion from p-air to p-p cross 
section always model-dependent

Glauber model

Auger 2011

Cross section independent of LHC data,  
very good agreement with extrapolated data

(Pierre Auger Collab. 1107.4804, Phys. Rev. Lett. 2012)



The muon problem

 43
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
⟨Xmax⟩ and ⟨lnA⟩ at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

⟨Xmax⟩ = ⟨Xmax⟩p + fE⟨lnA⟩, (9)

where ⟨Xmax⟩p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
⟨Xmax⟩p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

⟨lnNµ⟩ = ⟨lnNµ⟩p + (1 − β)⟨lnA⟩ (10)

β = 1− ⟨lnNµ⟩Fe − ⟨lnNµ⟩p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d⟨lnRµ⟩p/d lnE and d⟨lnRµ⟩Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[⟨lnRµ⟩] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth ⟨Xmax⟩ into a prediction of the mean loga-
rithmic muon content ⟨lnRµ⟩ at θ = 67◦ for each hadronic
interaction model. The relationship between ⟨Xmax⟩ and
⟨lnRµ⟩ can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of ⟨lnRµ⟩ and d⟨lnRµ⟩/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated ⟨lnA⟩ data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute ⟨lnA⟩ using
Eq. (9) [4] from the latest ⟨Xmax⟩ data [39]. The sys-
tematic uncertainty of the ⟨lnRµ⟩ predictions is de-
rived by propagating the systematic uncertainty of ⟨lnA⟩
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d⟨lnRµ⟩/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
⟨lnA⟩ data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d⟨lnRµ⟩/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the ⟨lnA⟩ data (±0.02 (sys.)), and
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FIG. 5. Average logarithmic muon content ⟨lnRµ⟩ (this
study) as a function of the average shower depth ⟨Xmax⟩ (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content ⟨lnRµ⟩. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d⟨lnRµ⟩/d lnE. The measured value is higher than
the predictions from ⟨lnA⟩ data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and ⟨lnA⟩-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d⟨lnRµ⟩/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Muon number in inclined showers

(Auger, PRD91, 2015)

8

subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content ⟨Rµ⟩. For

model comparisons the average logarithmic muon con-
tent, ⟨lnRµ⟩, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
⟨lnRµ⟩ numerically based on our fitted model of the in-
trinsic fluctuations:

⟨lnRµ⟩(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean ⟨Rµ⟩ and spread
σ[Rµ] as obtained from the fit. The deviation of ⟨lnRµ⟩
from ln⟨Rµ⟩ is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio ⟨Rµ⟩/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of ⟨Rµ⟩ as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of

1019 1020

E/eV

1.0

1.2

1.4

1.6

1.8

2.0

2.2

2.4

⟨R
µ
⟩/

(E
/
10

19
eV

)

Fe

pAuger data

EPOS LHC

QGSJet II-04

FIG. 4. Average muon content ⟨Rµ⟩ per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass ⟨lnA⟩ between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d⟨lnRµ⟩/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth ⟨Xmax⟩
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass ⟨lnA⟩ derived from the measured average depth
of the shower maximum ⟨Xmax⟩ [39]. We can therefore
make predictions for the mean logarithmic muon content
⟨lnRµ⟩ based on these ⟨lnA⟩ data, and compare them

Number of muons in showers with θ>60°

Several	measurements:	indica1ons	for	muon	discrepancy
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Figure 6. Ratio of the electromagnetic to muonic contributions to the detector signal averaged over
the polar angle as a function of r, at di↵erent zenith angles.

the zenith angle increases. Its magnitude depends on composition and interaction models.
This component increases with the primary energy and varies according to the fluctuations in
shower maximum. This dependence has to be considered as a source of systematic uncertainty
in the electromagnetic correction, as will be discussed in section 4.2.3. The second component
is produced by the muons themselves and closely follows the muon density patterns. It is
mainly due to the showering of the electrons from muon decay in flight, although high-energy
muons very close to the core also contribute through pair production and bremsstrahlung.
More details can be found in [15].

In the reconstruction procedure (see section 4) the signals measured with the SD are
compared to the reference muon distribution, and for this purpose it is necessary to extract
the signal induced by muons from the total signal at each detector. This is achieved by
subtracting the EM component from the detector signal using the average ratio, REM/µ(r, ✓),
of the electromagnetic to the muonic contributions:

REM/µ(r, ✓) = SEM(r, ✓)/Sµ(r, ✓). (3.2)

This ratio was studied using Monte-Carlo simulations. Parameterizations of the average
electromagnetic (SEM) and muonic (Sµ) contributions to the signal were obtained separately
in terms of distance to the shower axis r, and of zenith angle ✓. Proton simulations at 1019 eV
with QGSJet01 was chosen as a reference. The accuracy of this parameterization is better
than 5%.

In figure 6 the ratio REM/µ, averaged over the polar angle (with respect to the shower
axis projected onto the shower plane), is shown as a function of r for di↵erent ✓. The ratio
can be seen to decrease as ✓ increases from ⇠60� to 68�. At larger ✓ and near the shower axis,
REM/µ can be seen to increase slightly due to hard muon interaction processes. At distances
from the shower axis exceeding 1 km, REM/µ changes only weakly with distance, typically
lying between 15% and 30%.
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Figure 17. Distribution of data events with N19 > 1 in sin2 ✓ bins. A shaded band of 15% is shown
to account for systematic uncertainties associated with the zenith angle in the models (see text).

The golden hybrid events with zenith angle greater than 60� are required to pass the
inclined T4 and T5 conditions and, in addition, to satisfy a set of FD quality cuts specifically
designed to ensure an accurate reconstruction of the arrival direction and of the longitudi-
nal profile. The cuts are adapted versions of those used in the calibration of events with
✓ < 60� [47]. The station closest to the shower core which is used for the geometrical re-
construction must be at a distance less than 750m. For a precise estimate of the energy, we
require an adequate monitoring of the atmospheric conditions (vertical aerosol optical depth
up to 0.1; cloud coverage less than 25% in the FD field of view, distance of the cloud layer
to the measured profile greater than 50 g/cm2, and thickness of the cloud layer less than
100 g/cm2). Furthermore, we exclude a residual contamination of shower profiles distorted
by clouds and aerosols by requiring a Gaisser-Hillas fit with a residual (�2 � ndof)/

p
2ndof

smaller than 3 and a negative value of the parameter X0 of the fitted Gaisser-Hillas pro-
file.4 Moreover, the maximum accepted uncertainty of Xmax is 150 g/cm2. In addition to
the quality selection criteria, a fiducial cut on the FD field of view (FOV) is applied [50],
ensuring that it is large enough to observe all plausible values of the shower maximum Xmax.
This “fiducial FOV cut” includes a restriction on the minimum viewing angle of the light in
the FD telescope (25�). Finally, only events with FD energies greater than 4⇥1018 eV are
accepted to ensure a trigger probability of nearly 100% for the SD and FD detectors. For
the period from 1 January 2004 to 31 December 2012 the sample has 223 hybrid events with
✓ � 60�.

To describe the correlation it is su�cient to perform a power-law fit to the shower size
N19 as a function of the calorimetric hybrid energy EFD,

N19 = A (EFD/10
19 eV)B, (5.1)

which is then inverted to give the energy conversion. The slope parameter B is related to ↵
(⇢µ / E↵) as discussed in section 3.1. The fit must be handled with care since it is performed

4
In the Gaisser-Hillas function, X0 is a parameter not to be confused with the depth of the first interaction.

Showers in both data and simulation are found to be best described by negative values [48, 49].
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Figure 6. Ratio of the electromagnetic to muonic contributions to the detector signal averaged over
the polar angle as a function of r, at di↵erent zenith angles.

the zenith angle increases. Its magnitude depends on composition and interaction models.
This component increases with the primary energy and varies according to the fluctuations in
shower maximum. This dependence has to be considered as a source of systematic uncertainty
in the electromagnetic correction, as will be discussed in section 4.2.3. The second component
is produced by the muons themselves and closely follows the muon density patterns. It is
mainly due to the showering of the electrons from muon decay in flight, although high-energy
muons very close to the core also contribute through pair production and bremsstrahlung.
More details can be found in [15].

In the reconstruction procedure (see section 4) the signals measured with the SD are
compared to the reference muon distribution, and for this purpose it is necessary to extract
the signal induced by muons from the total signal at each detector. This is achieved by
subtracting the EM component from the detector signal using the average ratio, REM/µ(r, ✓),
of the electromagnetic to the muonic contributions:

REM/µ(r, ✓) = SEM(r, ✓)/Sµ(r, ✓). (3.2)

This ratio was studied using Monte-Carlo simulations. Parameterizations of the average
electromagnetic (SEM) and muonic (Sµ) contributions to the signal were obtained separately
in terms of distance to the shower axis r, and of zenith angle ✓. Proton simulations at 1019 eV
with QGSJet01 was chosen as a reference. The accuracy of this parameterization is better
than 5%.

In figure 6 the ratio REM/µ, averaged over the polar angle (with respect to the shower
axis projected onto the shower plane), is shown as a function of r for di↵erent ✓. The ratio
can be seen to decrease as ✓ increases from ⇠60� to 68�. At larger ✓ and near the shower axis,
REM/µ can be seen to increase slightly due to hard muon interaction processes. At distances
from the shower axis exceeding 1 km, REM/µ changes only weakly with distance, typically
lying between 15% and 30%.

– 9 –

JCAP08(2014)019

)θ(2sin

0.75 0.8 0.85 0.9 0.95

>
1

1
9

e
ve

n
ts

w
ith

N

200

400

600

800

1000

(deg)θ

60 62 64 66 68 70 72 74 76 78 80

15% syst.±
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The golden hybrid events with zenith angle greater than 60� are required to pass the
inclined T4 and T5 conditions and, in addition, to satisfy a set of FD quality cuts specifically
designed to ensure an accurate reconstruction of the arrival direction and of the longitudi-
nal profile. The cuts are adapted versions of those used in the calibration of events with
✓ < 60� [47]. The station closest to the shower core which is used for the geometrical re-
construction must be at a distance less than 750m. For a precise estimate of the energy, we
require an adequate monitoring of the atmospheric conditions (vertical aerosol optical depth
up to 0.1; cloud coverage less than 25% in the FD field of view, distance of the cloud layer
to the measured profile greater than 50 g/cm2, and thickness of the cloud layer less than
100 g/cm2). Furthermore, we exclude a residual contamination of shower profiles distorted
by clouds and aerosols by requiring a Gaisser-Hillas fit with a residual (�2 � ndof)/

p
2ndof

smaller than 3 and a negative value of the parameter X0 of the fitted Gaisser-Hillas pro-
file.4 Moreover, the maximum accepted uncertainty of Xmax is 150 g/cm2. In addition to
the quality selection criteria, a fiducial cut on the FD field of view (FOV) is applied [50],
ensuring that it is large enough to observe all plausible values of the shower maximum Xmax.
This “fiducial FOV cut” includes a restriction on the minimum viewing angle of the light in
the FD telescope (25�). Finally, only events with FD energies greater than 4⇥1018 eV are
accepted to ensure a trigger probability of nearly 100% for the SD and FD detectors. For
the period from 1 January 2004 to 31 December 2012 the sample has 223 hybrid events with
✓ � 60�.

To describe the correlation it is su�cient to perform a power-law fit to the shower size
N19 as a function of the calorimetric hybrid energy EFD,

N19 = A (EFD/10
19 eV)B, (5.1)

which is then inverted to give the energy conversion. The slope parameter B is related to ↵
(⇢µ / E↵) as discussed in section 3.1. The fit must be handled with care since it is performed

4
In the Gaisser-Hillas function, X0 is a parameter not to be confused with the depth of the first interaction.

Showers in both data and simulation are found to be best described by negative values [48, 49].
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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Phenomenological model ansatz

Energy scaling: em. particles and muons

Muon scaling: hadronically produced muons 
and muon interaction/decay products

Full detector simulation after re-scaling

E ≈ 1019 eV

G.R. Farrar et al., Muon content of hybrid PAO CRs
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE �Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary

In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

(Auger, PRL 117, 2016)

None of the models gives
a really good description ?
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- 61 positions 
- 30 m2 each  
- 750 m spacing 
- 2.5 m of soil

JINST 11 (2016)
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Full author list: www.auger.org/archive/authors_2018_10.html, auger_spokespersons@fnal.gov

AMIGA PROTOTYPE ARRAY
• Auger Muons and Infill for the Ground Ar-

ray (AMIGA) prototype array 2014-2017
• Seven plastic-scintillation detectors buried

at 2.3m depth, 5⇥ 30m2 and 2⇥ 60m2

• Analysis of one year of calibrated data
750 m

Muon detector
Surface detector

Northern twin

Southern twin

EFFICIENCY CORRECTION
• Correction for different efficiencies of mod-

ules with 5 and 10m2 area due to light atten-
uation in WLS fibers and PMT after-pulsing
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fclip (✓,�'m) = a(✓) + b(✓) · | sin�'m|

ATTENUATION CORRECTION
• Correction for the attenuation of the muon

density due to the atmosphere and soil layer
• Zenith-independent muon density ⇢35

fatt (✓) = 1 + ax+ bx2, x = cos2 ✓ � cos2 35�

SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from
• Module efficiency correction
• Calibration of PMT channels
• Soil density variations in the field
• LDF shape for individual events
• Attenuation correction

Systematic Uncertainty Percentage
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MUON DENSITY VS. DEPTH OF SHOWER MAXIMUM
• Average logarithmic muon density hln ⇢35i as a function of the average shower depth hXmaxi

(statistical averages, no coincident measurements)
• 38% (EPOS-LHC) to 53% (QGSJetII-04) more muons in data than in simulations
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density due to the atmosphere and soil layer
• Zenith-independent muon density ⇢35

fatt (✓) = 1 + ax+ bx2, x = cos2 ✓ � cos2 35�

SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from
• Module efficiency correction
• Calibration of PMT channels
• Soil density variations in the field
• LDF shape for individual events
• Attenuation correction

Systematic Uncertainty Percentage

Eff. corr. �sys,eff/⇢450 9.9%
Calibration �sys,thr/⇢450 3.9%
Soil density �sys,soil/⇢450 2.8%
LDF �sys,LDF/⇢450 8.8%
Atten. corr. �sys,fatt/fatt 2.3%
Total �sys,⇢35/⇢35 14.3%

Calibration Soil density

Attenuation LDF

ENERGY DEPENDENCE OF THE MUON DENSITY

• Power law fit of the energy dependence
of the zenith-independent muon density

⇢35 (E;a,b) = a(E/1018 eV)b

a = 1.75± 0.05± 0.05(sys)
b = 0.89± 0.04± 0.04(sys)

MUON DENSITY VS. DEPTH OF SHOWER MAXIMUM
• Average logarithmic muon density hln ⇢35i as a function of the average shower depth hXmaxi

(statistical averages, no coincident measurements)
• 38% (EPOS-LHC) to 53% (QGSJetII-04) more muons in data than in simulations

DIRECT MEASUREMENT OF THE MUON DENSITY
IN AIR SHOWERS WITH THE PIERRE AUGER OBSERVATORY
SARAH MÜLLER1,2 FOR THE PIERRE AUGER COLLABORATION3

1 Karlsruhe Institute of Technology (KIT), 2 Universidad Nacional de San Martín (UNSAM)
3 Observatorio Pierre Auger, Av. San Martín Norte 304, 5613 Malargüe, Argentina

Full author list: www.auger.org/archive/authors_2018_10.html, auger_spokespersons@fnal.gov

AMIGA PROTOTYPE ARRAY
• Auger Muons and Infill for the Ground Ar-

ray (AMIGA) prototype array 2014-2017
• Seven plastic-scintillation detectors buried

at 2.3m depth, 5⇥ 30m2 and 2⇥ 60m2

• Analysis of one year of calibrated data
750 m

Muon detector
Surface detector

Northern twin

Southern twin

EFFICIENCY CORRECTION
• Correction for different efficiencies of mod-

ules with 5 and 10m2 area due to light atten-
uation in WLS fibers and PMT after-pulsing

window (1/3.125 ns)
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CORNER CLIP. CORRECTION
• Geometrical correction for inclined muons

leaving a signal in multiple detector strips
• Bias depends on both the shower geometry

and the orientation of the module

fclip (✓,�'m) = a(✓) + b(✓) · | sin�'m|

ATTENUATION CORRECTION
• Correction for the attenuation of the muon

density due to the atmosphere and soil layer
• Zenith-independent muon density ⇢35

fatt (✓) = 1 + ax+ bx2, x = cos2 ✓ � cos2 35�

SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from
• Module efficiency correction
• Calibration of PMT channels
• Soil density variations in the field
• LDF shape for individual events
• Attenuation correction

Systematic Uncertainty Percentage

Eff. corr. �sys,eff/⇢450 9.9%
Calibration �sys,thr/⇢450 3.9%
Soil density �sys,soil/⇢450 2.8%
LDF �sys,LDF/⇢450 8.8%
Atten. corr. �sys,fatt/fatt 2.3%
Total �sys,⇢35/⇢35 14.3%

Calibration Soil density

Attenuation LDF

ENERGY DEPENDENCE OF THE MUON DENSITY

• Power law fit of the energy dependence
of the zenith-independent muon density

⇢35 (E;a,b) = a(E/1018 eV)b

a = 1.75± 0.05± 0.05(sys)
b = 0.89± 0.04± 0.04(sys)
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MUON DENSITY VS. DEPTH OF SHOWER MAXIMUM
• Average logarithmic muon density hln ⇢35i as a function of the average shower depth hXmaxi

(statistical averages, no coincident measurements)
• 38% (EPOS-LHC) to 53% (QGSJetII-04) more muons in data than in simulations

Further hint to muon deficit  
in simulations at lower energies 

(from Xmax: dominated by light elements!)

Attenuation correction

For more details see poster by Sarah Müller



Analysis of world data set on muons (i)

 48Dembinski et al., Working group, UHECR 2018, Paris

Muon measurements: overview

Hans	Dembinski	|	MPIK	Heidelberg,	Germany	 10	

Pierre	Auger 	 	AMIGA	preliminary:	S.	Müller	poster	ID	204;	PRL	117	(2016)	192001;	PRD	91	(2015)	032003	
Telescope	Array	 	PRD	98	(2018)	022002	
IceCube 	 	 	ISVHECRI	2018	preliminary	
KASCADE-Grande 	Astropart.	Phys.	95	(2017)	25	
NEVOD-DECOR 	 	Phys.	Atom.	Nucl.	73	(2010)	1852,	Astropart.	Phys.	98	(2018)	13	
SUGAR 	 	 	PRD	98	(2018)	023014	
EAS-MSU 	 	 	Astropart.	Phys.	92	(2017)	1	
Yakutsk 	 	 	Unpublished	preliminary	results	
HiRes-MIA	 	 	PRL	84	(2000)	4276;	not	part	of	WG,	only	included	for	comparison	

E	=	0.5	PeV	...	20	EeV												θ	=	0	...	78	deg										r	=	0	...	4	km										Eµ,threshold	=	0.01	...	10	GeV	

lines	&	boxes:	result	integrated	over	range	 Muon energy thresholdMuon lateral distance



Analysis of world data set on muons (ii)

 49Dembinski et al., Working group, UHECR 2018, Paris

Zoom on EPOS-LHC and QGSJet-II.04

Hans	Dembinski	|	MPIK	Heidelberg,	Germany	 17	

Still	present:	possible	dependence	on	shower	age,	lateral	distance,	energy	threshold	

Energy-dependent	trend	
combined	with	
mass-composition	effect	

Scaled number 
of muons
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High-energy interactions determine shower maximum

Sensitivity of Air Showers to Interactions
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Global shower properties and the shower maximum are sensitive to
the highest energy interactions

Muons in air showers are sensitive to the hadronic cascade over all
energies
→ Large problem in predicting the overall muon number is small

problem on the level of individual interactions

Ralf Ulrich, ralf.ulrich@kit.edu 17

Shower particles produced in 100 
interactions of highest energy

Depth of shower maximum

Electrons/photons: 
high-energy interactions(Ralf Ulrich, 2012)
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Interactions of all energies of relevance to muons
Sensitivity of Air Showers to Interactions
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Global shower properties and the shower maximum are sensitive to
the highest energy interactions

Muons in air showers are sensitive to the hadronic cascade over all
energies
→ Large problem in predicting the overall muon number is small

problem on the level of individual interactions

Ralf Ulrich, ralf.ulrich@kit.edu 17

Shower particles produced in 100 
interactions of highest energy

Muons

Muons/hadrons: high- and low-energy interactions

Low-energy
interactions

(Ralf Ulrich, 2012)



Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘

µ+ νµ
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Muon production at large lateral distance
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Energy distribution of last interaction  
that produced a detected muon

Muon observed at 1000 m from core

µ+

π+

ν

π+

(Maris et al. ICRC 2009)

Number of interactions
- knee energy: 5-6
- highest energies: 8-10  

Ep±,dec ⇠ 30GeV



Modification of characteristics of interactions ?
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Figure 3. Compilation of accelerator data of σpp
tot, Bela and ρ [26]. The central line denotes the conventional

extrapolation of these data to high energy. The upper and lower lines indicate a set of possible extreme
extrapolations. In the left plot the conventional model is the soft pomeron parametrization by Donnachie
and Landshoff [33], while the lower extreme is by Pancheri et al. [34] and the upper extreme is the
two-pomeron model of Landshoff [35, 36].

by Pancheri et al. [34] and the upper extreme the
two-pomeron model by Landshoff [35, 36].

4. Resulting Proton-Air Cross Section

Combining the extrapolations given in Fig. 3
with Glauber theory it is possible to calculate
the proton-air cross section, which is important
for air shower development. Typically only the
production cross section

σprod = σtot − σela − σqel (8)

is quoted in the context of extensive air show-
ers [38,39], since interactions with no new particle
production are not relevant to the development of
air showers.

The results are shown in Fig. 4. Already
at 1018 eV the uncertainty band is significantly
larger than the range covered by all available in-
teraction models. Around 1019 eV the relative un-
certainty reaches up to 50%.

5. Impact on the Interpretation of Cosmic

Ray Data

The choice of the extrapolation of the proton-
air cross section (Fig. 4) has a strong impact on
the predicted speed of shower development and
thus on the depth of the shower maximum [43].

The typical interpretation of ⟨Xmax⟩ data in
terms of a mixed mass composition at high en-
ergy (Fig. 5, left) has to be revised if a dif-
ferent cross section extrapolation is used. As
shown in Fig. 5 (right), the data could also be
explained with a cross section that is increased
by f19 = 40 − 60 % at 1019 eV in combination
with very light cosmic ray primaries. In this cal-
culation all hadronic interaction cross sections are
increased by a factor that depends logarithmically
on energy

f(E) = 1+ (f19− 1)
ln(E/1015 eV)

ln(1019 eV/1015 eV)
, (9)

for E > 1015 eV and f(E) = 1 otherwise.

6. Summary

It is argued that the uncertainties of the ex-
trapolation of hadronic cross sections to cosmic
ray energies might be underestimated if only com-
monly used models are considered. The true un-
certainty could be much larger than the one sug-
gested by the spread of the current predictions of
hadronic interaction models.

Since longitudinal air shower development de-
pends sensitively on hadronic cross sections, pre-
dictions for standard observables like the depth

Logarithmic interpolation starting at 1015 eV

Modification of 

• cross sections (p-air, π-air, K-air) 
• secondary particle multiplicity 
• elasticity (leading particle)

Modification factor at 1019 eV

Implementation 

• rescaling after event generation 
• separate treatment of leading particle 
• conservation of energy and charge 
• modified version of CONEX 
• available for different interaction models 
• shown here for SIBYLL 

(R. Ulrich et al. PRD83 (2011) 054026)
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E = 1019.5 eV   (Ecm ≈ 250 TeV)

Prediction for ratio of muon numbers for 
iron/proton showers ~1.4

• Electron number correlated with Xmax 
• Muon number depends mainly on multiplicity

Electron number at sea level
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Muon production in hadronic showers

Primary particle proton

π0 decay immediately

π± initiate new cascades 

Assumptions:  
• cascade stops at 

• each hadron produces one muon 

Epart = Edec

Nµ =
�

E0

Edec

⇥�

� =
lnnch

lnntot
� 0.82 . . .0.95

(Matthews, Astropart.Phys. 22, 2005)  55

E0/(ntot)
n
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Modification of ratio of neutral to charged pions

� =
ln(nch)
ln(ntot)

Nµ =
�

E0

Edec

⇥�

Particle ratios: 
quark counting and  
SU(3) symmetry !

quark diquark

meson

baryonmeson

 56



String fragmentation: baryon pairs

diquark - anti-diquark pair

Baryon number conservation !

leading baryon
leading meson

 57(Grieder, ICRC 1971)



Muon	produc*on	and	hadronic	energy	flow

�58

p+

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1	Baryon-An*baryon	pair	produc*on			(Pierog,	Werner)	
• Baryon	number	conserva1on	
• Low-energy	par1cles:	large	angle	to	shower	axis	
• Transverse	momentum	of	baryons	higher	
• Enhancement	of	mainly	low-energy	muons

Baryon  
sub-shower

Meson 
sub-shower

Decay	of  
leading	par1cle

(Grieder	ICRC	1973;	Pierog,	Werner	PRL	101,	2008)

2	Leading	par*cle	effect	for	pions				(Drescher	2007,	Ostapchenko	2014)	
• Leading	par1cle	for	a	π	could	be	ρ0	and	not	π0	
• Decay	of	ρ0	almost	100%	into	two	charged	pions

π± ~30% chance to have
π0 as leading particle

3	New	hadronic	physics	at	high	energy			(Farrar,	Allen	2012)	
• Inhibi1on	of	π0	decay	(Lorentz	invariance	viola1on	etc.)	
• Chiral	symmetry	restaura1on



06/28/16 Felix Riehn - Auger Analysis Meeting 2016 6

Leading vector mesons

Pion - Proton Pion - CarbonCrossing not described

Rho	produc*on	in	π-p	interac*ons	(Sibyll	2.1	➞	Sibyll	2.3)

�59(Riehn et al., ICRC 2015)

xF = pk/pmax

Elab = 250GeV

p+ p ! p0 ! 2g

p+ p ! r0 ! p+ p�

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 7

How to improve ?
Sibyll 2.1:

Sibyll 2.3:

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 7

How to improve ?
Sibyll 2.1:

Sibyll 2.3:

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 8

Leading vector mesons
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Figure 5: An example of reconstructed event from the 2007 run. The red lines correspond to the fitted tracks, the yellow
(grey) points to the used (unused) TPC clusters.
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Figure 6: Invariant mass distribution of reconstructed K0
S

candidates. Mean value of the peak is indicated. MC dis-
tribution (dashed histogram) is normalized to the data right
tail.

(iii) matching of track segments from di�erent TPCs
into global tracks,

(iv) track fitting through the magnetic field and deter-
mination of track parameters at the first measured
TPC cluster,
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Figure 7: Track reconstruction e�ciency for negatively
charged particles as a function of momentum in the polar
angle interval [100,140] mrad.

(v) determination of the interaction vertex as the in-
tersection point of the incoming beam particle with
the middle target plane,

(vi) refitting the particle trajectory using the interaction
vertex as an additional point and determining the
particle momentum at the interaction vertex and

NA61 experiment at CERN SPS
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Dedicated cosmic ray runs (π-C at 158 and 350 GeV)

(former NA49 detector, extended)
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Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 4: p+p� mass distribution in p�+C interactions at 158 GeV/c in the range 0.4 < xF < 0.5. Dots
with error bars denote the data and the fitted resonance templates are shown as filled histograms. The vertical
lines indicate the range of the fit.

the background is the so called charge mixing, which uses the (p+p++p�p�) mass spectra as an
estimate of the background.

The fitting procedure uses templates of the p+p� mass distribution for each resonance. These
templates are constructed by passing simulated p+C interactions, generated with the EPOS1.99 [20]
hadronic interaction model using CRMC [21], through the full NA61 detector Monte Carlo chain.
All the cuts that are applied to the data are also applied to the templates. This method of using
templates allows for the fitting of both resonances with dominant three body decays, such as the w ,
and resonances with non p+p� decays, such as the K⇤0. The data is split into bins of Feynman-x,
xF .

The fit to the p+p� mass spectrum is performed between masses of 0.4 GeV/c and 1.5 GeV/c
using the following expression:

F(m) = Â
i

bi Ti(m)

where bi is the relative contribution for each template, Ti, used. An example of one of these fits can
be seen in Fig. 4, The templates in the fit are the background found from charge mixing and the
following resonances: r0, K⇤0, w , f2, f0 (980), a2, h and K0

S
.

The fitting method is validated by applying the same procedure to the simulated data set which
was used to construct the templates for the fit. For the majority of xF bins there is good agreement
between the fit and the true value, with some discrepancies for larger xF bins of up to 20%. This
bias is corrected for in the final analysis. The data is also corrected for losses due to the acceptance
of the detector, as well as any bias due to the cuts used and any reconstruction efficiencies. Apart
from the acceptance, these corrections are typically less than 20%.

The average multiplicity of r0 mesons is presented in Fig. 5. Also shown are predictions by
EPOS1.99 [20], DPMJET3.06 [22], SIBYLL2.1 [23], QGSJETII-04 [24] and EPOSLHC [25]. It

6

Invariant mass of two charged tracks

p�C ! r0 ! p+ p�



Some NA61 results
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Part I: ⇡±
, K

±
and p (p̄) spectra - pT integrated
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antiproton production Part II: ⇢0, K⇤0
and ! spectra
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(Prado ICRC 2017, EPJ 2016)
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Summary

• analysis of ⇡�
-C data taken by NA61/SHINE

I measurements of the ⇡±
, K

±
, p and p̄ spectra

I measurements of the ⇢0, ! and K
⇤0

spectra⌥⌃ ⌅⇧unique measurements provided for future model tunning
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Predic*ons	for	muon	number	at	ground	(updated)

pre-LHC models

post-LHC models

New models favour interpretation  
as lighter composition than before

(Pierog 2017)
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Baryon pairs: enhancement of low-energy muons
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Shower axis
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Low-energy 
enhancement 
due to baryon 
pair production

Charm particles 
(only Sibyll 2.3, 
 and Sibyll 2.3c)

Rho-0 production

Discrimination by IceCube (surface array and in-ice muon data)?

Muon	energy	spectra	rela*ve	to	that	of	Sibyll	2.1



IceCube:	discrimina*on	of	enhancement	scenarios?
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(IceCube, Gonzalez & Dembinski et al. 2016)

Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18

IceTop: Eµ ~1 GeV 

IceCube: Eµ >300 GeV 

Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

early lateTime scale

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18

Correlation of low energy 
muons (surface) and in-ice 
muon bundles

10�3

10�2

10�1

r µ
/m

�
2

p

Fe

secq = [1.00, 1.05]
q ⇡ 13�

SIBYLL2.1

600 m
800 m

100 101 102

E/PeV

0.8

1.0

1.2

1.4

1.6

1.8

2.0

r µ
/r

µ
(p

,S
IB

Y
LL

2.
1) IceCube preliminary



IceCube: discrimination of enhancement scenarios?

 67

Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18

Correlation of low 
energy 
muons (surface) 
and in-ice 
muon bundles
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Figure 2: Energy evolution of the resolution we obtain, on
an event by event basis, when we reconstruct X µ

max for
showers generated with AIRES and QGSJETII [11].

reconstruction. The chosen rcut is energy independent.
This implies that any difference in resolution that we find
for different energies will be mainly a consequence of the
different amount of muons detected at ground. In our anal-
ysis, we consider only those detectors whose distance to
the shower core is larger than 1800 m. To reduce residual
EM contamination and potential baseline fluctuations we
have applied a mild cut on the threshold of the FADC sig-
nals used to build the MPD. We have discarded FADC bins
where the signal is below 0.3 VEM. Finally, the MPD is
reconstructed adding those detectors whose total recorded
signal is above 3 VEM. This requirement is set to avoid,
in real data, the contribution of detectors (usually far away
from the core) having a signal dominated by accidental par-
ticles.
This set of cuts has a high muon selection efficiency. Re-
gardless of the energy of the primary and its composition,
muon fractions above 85% are always obtained. This guar-
antees an EM contamination low enough to obtain an accu-
rate value ofXµ

max.

2.3 Selection cuts

To optimize the quality of our reconstructed profiles we ap-
ply the following cuts:

• Trigger cut: All events must fulfill the T5 trigger
condition [5].

• Energy cut: Since the number of muons is energy
dependent, Nµ ∝ Eα/rβ , we have observed that in
events with energies below 20 EeV the population of
the MPD is very small, giving a very poor determi-
nation of theXµ

max observable. Therefore we restrict
our analysis to events with energy larger than 20 EeV.
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Figure 3: Real reconstructed MPD, θ = (59.05 ± 0.07) ◦

and E = (94 ± 3) EeV, with its fit to a Gaisser-Hillas func-
tion.

• Fit quality: Only events with a good MPD fit
(χ2/ndf < 2.5) to a Gaisser-Hillas function are ac-
cepted.

• Shape cut: The reduced χ2 of a straight line
and a Gaisser-Hillas fit must satisfy χ2

GH /ndf <
2χ2

line/ndf.

• Curvature: When the fitted radius of curvature of
the shower front, R, is very large we observe an un-
derestimation of the reconstructed X µ

max. So only
events with R < 29000 m are included in our analy-
sis.

The overall event selection efficiencies are high (> 80%)
and the difference between iron and proton is small for the
whole range of considered energies (see Table 1). Our cuts
do not introduce any appreciable composition bias. We fi-
nally note that for the set of surviving events, the bias in the
Xµ

max reconstruction is between ± 10 g cm−2, regardless
of the initial energy or the chemical composition of the pri-
mary. The resolution ranges from about 120 g cm−2 at the
lower energies to less than 50 g cm−2 at the highest energy
(see Figure 2).
We note that the predictions of X µ

max from different
hadronic models (such as those shown in Figure 4) would
not be affected if a discrepancy between a model and
data [12] is limited to the total number of muons. How-
ever, differences in the muon energy and spatial distribu-
tion would modify the predictions.

3 Application to real data

Our analysis makes use of the data collected between Jan-
uary 2004 andDecember 2010. Our initial sample of events
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Measurement of Atmospheric Production Depths of muons with the Pierre Auger Observatory

D. GARCÍA-GÁMEZ1 FOR THE PIERRE AUGER COLLABORATION2

1Laboratoire de l’Accélérateur linéaire (LAL), Université Paris 11, CNRS-IN2P3, Orsay, France
2Observatorio Pierre Auger, Av. San Martin Norte 304, 5613 Malarg üe, Argentina
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Abstract: The surface detector array of the Pierre Auger Observatory provides information about the longitudinal de-
velopment of the hadronic component of extensive air showers in an indirect way. In this contribution we show that it
is possible to reconstruct the Muon Production Depth distribution (MPD) using the FADC traces of surface detectors far
from the shower core. We characterize the goodness of this reconstruction for zenith angles around 60◦ and different
energies of the primary particle. From the MPDs we defineXµ

max as the depth, along the shower axis, where the number
of muons produced reaches a maximum. We explore the potentiality of Xµ

max as a sensitive parameter to determine the
mass composition of cosmic rays.

Keywords: Muon Production Depth distributions, Pierre Auger Observatory

1 Introduction

The Pierre Auger Observatory was conceived to study the
properties of Ultra-High Energy Cosmic Rays (UHECR).
It is a hybrid detector that combines both surface and flu-
orescence detectors at the same site [1]. The origin and
chemical composition of UHECR are still an enigma. Cur-
rently, the most sensitive parameter to analyse mass com-
position is the depth of the shower maximum, Xmax, see
e.g. [2, 3], measured by the fluorescence detector (FD) [4].
The fluorescence detector operates only on clear, moonless
nights, so its duty cycle is small (about 13 %). On the other
hand, the surface detector array (SD) [5] has a duty cycle
close to 100 %. This increase in statistics makes any SD-
based observable of great interest to study the composition
of UHECR.
In an extensive air shower (EAS) muons are mainly pro-
duced by the decay of pions and kaons. Their production
points are constrained to a region very close to the shower
axis, of the order of tens of meters [6]. Muons can be taken
as travelling along straight lines to ground, due to the lesser
importance of bremsstrahlung and multiple scattering ef-
fects compared to other geometrical and kinematical fac-
tors. In [6, 7] these features are exploited to build a model
for obtaining the muon production depth (MPD) along the
shower axis. The MPDs are calculated from the muon time
structure at ground. These times are given along with the
times of the other particles reaching ground by the FADCs
of the SD. In this work we show that MPDs provide a phys-

ical observable that can be used as a sensitive parameter to
study the chemical composition of cosmic rays [8].

2 MPD reconstruction

Starting from the time signals that muons produce in the
surface detectors, the model discussed in [6, 7] derives
from geometrical arguments the distribution of muon pro-
duction distance, z:

z =
1
2

(
r2

ctg
− ctg

)
+ ∆ (1)

where r is the distance from the point at ground to the
shower axis, ∆ is the distance from the same point to the
shower plane and tg (geometrical delay) is the time delay
with respect to the shower front plane. The shower front
plane is defined as the plane perpendicular to the shower
axis and moving at the speed of light, c, in the direction
of the shower axis. It contains the first interaction point
and also the core hitting ground. This calculation assumes
that muons travel at the speed of light. If we account
for their finite energy E, the total time delay would be
ct = ctg + ctϵ(E). This extra contribution is dominant
at short distances to the core, where the geometrical time
delay is very small. At large distances (r > 600 m) the
kinematic delay, tϵ, acts as a correction (typically below
20%). It must be subtracted from the measured time delay
prior to the conversion into z, as described in [6, 7].
Equation 1 gives a mapping between the production dis-
tance z and the geometrical delay tg for each point at
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Auger Observatory: upgrade of 
surface detector array planned
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two different parameterizations of the time variance
[33] model. They both have a common contribution
from the resolution on the absolute time given by the
GPS and from the 40 MHz sampling of the FADCs, and
they differ in the modeling of the fluctuations of the arrival
time of the first particle. The difference between the
two models induces a 5 g=cm2 systematic uncertainty
on the determination of the maximum of the muon
production depth.
Accidental signals. In real events, a background of

random accidental signals might appear. The most frequent
source of random noise is created by single particles
(generally isolated atmospheric muons) and, more rarely,
by a bunch of particles arriving at the same time from a
low-energy shower close to a SD station. In general, it is
very difficult to identify and take into account all possible
sources of accidental signals. They can appear at any time
and at any location in the SD array, completely uncorre-
lated with the genuine primary shower signal. Random
accidental signals can have a damaging effect on the data
quality, since they can trigger some stations of the array,
distorting the reconstruction of the showers. In our
analysis, the main impact comes from a possible under-
estimation of the start time of the traces due to an
accidental signal prior to the true one. Using an unbiased
sample of random accidental signals extracted from data
events collected in the SD stations, we have studied the
influence of accidental signals in the Monte Carlo recon-
structions. Regardless of the energy and primary mass, we
have found a systematic underestimation by ∼4.5 g=cm2

in the determination of Xμ
max. We have corrected for this

bias in our data.
Atmospheric profile. For the reconstruction of the MPD

profiles, the atmospheric conditions at the Auger site,
mainly height-dependent atmospheric profiles, have to be
well known. To quantify the influence of the uncertainty in
the reconstructed atmospheric profiles on the value of
Xμ
max, a direct comparison of GDAS data3 with local

atmospheric measurements4 has been performed on an
event-by-event basis. We have obtained a distribution
with a small shift of 2.0 g=cm2 in Xμ

max and a rms
of 8.6 g=cm2.
Selection efficiency. The selection efficiency for heavy

primaries is larger than for protons, since the former
have a muon-richer signal at the ground. The analysis
was conceived to keep this difference below 10% for the
whole energy range. This difference in efficiency, although
small, may introduce a systematic effect in the determi-
nation of Xμ

max. We have determined it by running our
analysis over a 50=50 mixture of protons and iron,

resulting in a negligible contribution to the systematic
uncertainty of ≤ 2 g=cm2.
Table II summarizes the sources contributing to the

systematic uncertainty. The overall systematic uncertainty
in hXμ

maxi amounts to ∼17 g=cm2. This represents approx-
imately 25% of the proton-iron separation.

VI. Results

The data set used in this analysis comprises events
recorded between 1 January 2004 and 31 December 2012.
We compute the MPD distributions on an event-by-event
basis. To guarantee an accurate reconstruction of the
longitudinal profile, we impose the selection criteria
described in Sec. V B. For the angular range and energy
threshold set in this analysis, our initial sample contains
500 events. After our quality cuts, it is reduced to 481
events.
The evolution of the measured hXμ

maxi as a function of
the energy is shown in Fig. 8. The data are grouped in five
energy bins of width 0.1 in log10ðE=eVÞ, except for the last
bin, which contains all events with energy above
log10ðE=eVÞ ¼ 19.7ðE ¼ 50 EeVÞ. The sizes of error bars
represent the standard deviation of the mean.

TABLE II. Evaluation of the main sources of systematic
uncertainties in Xμ

max.

Source Sys. uncertainty [g=cm2]

Reconstruction, hadronic
model and primary

10

Seasonal effect 12
Time variance model 5
Total 17
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FIG. 8 (color online). hXμ
maxi as a function of energy. The

predictions of different hadronic models for protons and iron are
shown. Numbers indicate the number of events in each energy
bin, and brackets represent the systematic uncertainty.

3GDAS is a publicly available data set containing all main state
variables dependent on altitude with a validity of 3 hours for each
data set [34,35].

4Intermittent meteorological radio soundings with permanent
ground-based weather stations.

A. AAB et al. PHYSICAL REVIEW D 90, 012012 (2014)

012012-12

(Auger, PRD 90, 2014)

QGSJET predictions

consistent with Auger data

EPOS prediction: muons are 
produced too deep in atmosphere
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Different air shower observables are sensitive to hadronic interactions of different energies
• em. particles and Xmax: first few high-energy interactions
• muons and Xµmax: wide range of interaction energies

Model building relies heavily on measurements at accelerators

LHC tuning and further developments have led to an convergence of the predictions
• Xmax data: interpreted as heavier in mass than before
• Nµ data: interpreted as lighter in mass than before
• selfconsistency improved

Overall good description of most shower features reached

Shortcomings clearly revealed in dedicated air shower measurements
• correlation of two independent measurements
• none of the LHC-tuned models much better in data description than others

LHC measurements of p-O and further air shower studies important for progress

Models should be used with care, cross-checks always needed
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Change of model predictions thanks to LHC data
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Example: event observed with Auger Observatory
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Very good agreement

TA event simulation for surface array
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Auger event simulation for surface arrayAngles and number of stations comparison
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� MC energy distribution is not exactly the same as for data, but
this does not introduce any bias on the migration matrix
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and MC, thus I skipped the core location plots.
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Distance of triggered stations Signal per station
Very good agreement

(UHECR 2012)
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Composition and model sensitivity ?Angles and number of stations comparison
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Depth of shower maximum (Auger results)
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Composition estimate using rise time of signal
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Result not directly depending on 
models


- Calibrated on Xmax data of 
fluorescence detectors 

- Calibration function assumed 
to be valid also at higher 
energy
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2.1. SCIENTIFIC RESULTS FROM THE PIERRE AUGER OBSERVATORY 11
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Figure 2.7: Proton-proton cross section derived from the proton-air cross section measured with the
Pierre Auger Observatory [24]. The Auger result is shown together with collider measurements and
model extrapolations.
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the

 0.4
 0.6
 0.8

 1
 1.2
 1.4
 1.6
 1.8

 2

 0.7  0.8  0.9  1  1.1  1.2  1.3

R µ

RE

Systematic Uncert.
QII-04 p

QII-04 Mixed
EPOS-LHC p

EPOS-LHC Mixed

Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE � Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary
In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

54

Figure 2.8: Left: Mean number of muons Rµ relative to that of proton reference showers, and depth
of shower maximum at 1019 eV. The Auger data point [26], where the muon number is derived from
inclined showers, is compared with predictions obtained from different interaction models. Right:
Muon discrepancy [25] observed in showers of 1019 eV. Shown are the phenomenological scaling
factors RE and Rµ for the primary energy and the hadronic (primarily muonic) component of the
shower that would be needed to bring a model calculation into agreement with Auger data, see text.

at the same time as the Auger measurement was published. An unexpected, rapid increase
of the cross section directly above the LHC energy is not evident.

The muonic component of air showers is sensitive to hadronic particle interactions at
all stages in the air shower cascade, and to many properties of hadronic interactions such
as the multiplicity, elasticity, fraction of neutral secondary pions, and the baryon-to-pion
ratio [71, 94]. Currently the number of muons can only be measured indirectly [95] except
at very large lateral distances [68, 96] and in very inclined showers [26, 97], where muons
dominate the shower signal at ground level, and for which the electromagnetic component
due to muon decay and interaction is understood [98].

Results on muon number of showers  
still not understood, important effect 
missing in models?

(Auger Collab. Phys. Rev. D91, 2015 & 
ICRC 2015)

Example of power of upgraded detectors
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Figure 2.16: Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative
estimates based on the increase of statistics, also the projected photon sensitivity for the ideal case of
being able to reject any hadronic background due to the upgraded surface detector array is shown.

• The statistics of the events available for determining the limits will triple relative to the
data collected by the end of 2012.

• In 2013 two new trigger algorithms (ToTd and MoPS) have been added to the local sta-
tion software of the water-Cherenkov stations to lower the trigger threshold, in partic-
ular for signals dominated by the electromagnetic component. As a result, there will be
more stations contributing to the typical shower footprint, improving the reconstruc-
tion and, for example, photon/hadron separation at low energies in particular. New
station electronics, as foreseen for the upgrade (see Sec. 4.3), will allow us to improve
the triggering algorithms further.
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restoration, PPS – pion production suppression, PDS – pion decay suppression, and PPS-HE – pion
production suppression at high energy [122].
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Figure 2.16: Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative
estimates based on the increase of statistics, also the projected photon sensitivity for the ideal case of
being able to reject any hadronic background due to the upgraded surface detector array is shown.

• The statistics of the events available for determining the limits will triple relative to the
data collected by the end of 2012.

• In 2013 two new trigger algorithms (ToTd and MoPS) have been added to the local sta-
tion software of the water-Cherenkov stations to lower the trigger threshold, in partic-
ular for signals dominated by the electromagnetic component. As a result, there will be
more stations contributing to the typical shower footprint, improving the reconstruc-
tion and, for example, photon/hadron separation at low energies in particular. New
station electronics, as foreseen for the upgrade (see Sec. 4.3), will allow us to improve
the triggering algorithms further.

Correlations between 
Xmax and muon density

(Allen & Farrar, 1307.7131)



Exotic models for the knee
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New physics: scaling with nucleon-nucleon cms energy

E0

EX ~100 TeV

log(E)

log(Fl
ux)

Knee due to wrong energy 
reconstruction of showers?

Atmosphere

Cosmic ray

Threshold scales with E/A

Petrukhin, NPB 151 (2006) 57 
Barcelo at al. JACP 06 (2009) 027 
Dixit et al. EPJC 68 (2010) 573 
Petrukhin NPB 212 (2011) 235
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LHC data probe the region beyond the knee
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~20% of energy needs to be 
transferred to invisible channel



Problem of limited phase space coverage
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Detector Collider setup

Beam Beam

Air showers: Particles 
of highest energy most 
important

h =� ln tan
q
2

q

(Salek et al., 2014)



Example: generic LHC detector coverage

 96

Relevance of Collider Experiments

central

forward

Central (|⌘| < 1)

Endcap (1 < |⌘| < 3.5)

Forward (3 < |⌘| < 5), HF

CASTOR+T2 (5 < |⌘| < 6.6)

FSC (6.6 < |⌘| < 8)

ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.

ralf.ulrich@kit.edu UHECR and their interactions 17
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• Forward detectors are crucial.
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More than 50% of all measured secondaries from particles of η > 8
(Ulrich, DPG meeting 2014)



The Pierre Auger Observatory 

1665 surface detectors: 
water-Cherenkov tanks 
(grid of 1.5 km, 3000 km2)

4 fluorescence detectors 
(24 telescopes in total)

LIDARs and laser facilities

High elevation 
telescopes
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 Infill array of 750 m, 
 Radio antenna array 

Southern hemisphere: 
Province Mendoza, Argentina



Telescope Array (TA)

 98Northern hemisphere: Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators 
(grid of 1.2 km, 680 km2)

3 fluorescence detectors 
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

ELS Operation

LIDAR 
Laser facility

FD Observation
Sep.3rd.2010   Beam Shot into the Sky, and Observed by FD

Event Display of ELS Shower 
Data  :  Sep.5th .2010.  AM04:30(UTC)

Energy : 41.1MeV 

Charge : 50pC/pulse

����

Beam Operation            :  Sep.2nd -4th

Beam shot into the Sky :   Sep. 3rd and 4th

# of Shot into the Sky�1800 pulses

Output power = 41.4MeV�40�140pC/pulse�0.5Hz

�	�����
���

Electron light source 
(ELS): ~40 MeV

Infill array and high 
elevation telescopes 
under construction

Test setup for  
radar reflection



Yakutsk air shower array
3
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Figure 1. The detector arrangement of the Yakutsk array. Charged particle
detectors (open circles), Cherenkov light detectors of the C1 subset (filled circles)
and the C2 subset (filled triangles) and the muon detectors (squares) are shown.

in section 8. Our conclusions are set out in section 9. In two appendices, additional information
is given that is important for the subjects considered.

2. The Yakutsk array

The Yakutsk array is located at Oktyomtsy near Yakutsk, Russia (61.7�N, 129.4�E), 100 m
above sea level (1020 g cm�2). At present, it consists of 58 ground-based and six underground
scintillation detector stations for measuring charged particles (electrons and muons) and 48
detectors—PMTs in shuttered housing—for observing the atmospheric Cherenkov light. During
the more than 30 years of its lifetime, the Yakutsk array has been re-configured several times;
the total area covered by the detectors was maximal in about 1990 (Seff ⇠ 17 km2), now it is
Seff ⇠ 10 km2. In the central part of the array, there is a denser domain with 100–250 m detector
spacing. During the whole observation period, approximately 106 showers of primary energy
above 1015 eV were detected; the three highest energy events selected with the axes within the
array area and zenith angle ✓ 6 60� have an energy E > 1020 eV.

The actual detector arrangement of the array is shown in figure 1. Charged particle detectors
having an area of 2 m2 have been built on the stations in couples; the Cherenkov light detectors—
PMTs of 176 cm2 and 3 ⇥ 176 cm2 acceptance area—form the medium, C1 (⇠500 m spacing),
and the autonomous, C2 (50–200 m spacing), subsets. The latter were added in 1995 with
the aim of studying the air showers in the energy range 1015–1017 eV via Cherenkov light
measurements [5].

All detectors/controllers and data processing units of the array are connected to the data
handling network shown in figure 2.

3. The design of the air Cherenkov light detector

Charged particle detectors of the array have been described in [3]. Here we will detail
a Cherenkov light detector unit. It consists of a vertically mounted PMT (FEU-49B;

New Journal of Physics 11 (2009) 065008 (http://www.njp.org/)

4

Crate controller Crate controller Crate controllerCrate controller

The main array
Autonomous
Cherenkov
detector subset

Large area
muon detector

P
detector

inhole

PC PC PC PC PC

Ethernet LAN of the Yakutsk array
PC PCPC

Users

Data processing

GPSArchive

Weather
station Lidar

Timer

Atmosphere
monitoring

Cable
connections

Figure 2. Local area network of the Yakutsk array.

Figure 3. The air Cherenkov light detector.

diameter: 15 cm) with an amplifier in a metal container that is blackened inside [6]. An
upper hole provides ✓ 6 55� aperture (figure 3). To protect the photocathode from sunlight, a
motorized light-proof lid is set up. At night, all the lids of the array can be commanded remotely
to open. PMTs and amplifiers are powered round the clock to guarantee stability of performance.
When the lid is open, a fan blows out warm air to keep snow and dust from the photocathode
surface.

There is also a variant of the detector with three PMTs in a housing and this can operate
independently or in summation of the signal in order to increase acceptance area at the shower
periphery. In addition, dedicated detectors were used to measure the shape and width of the

New Journal of Physics 11 (2009) 065008 (http://www.njp.org/)

Scintillators

Muon detectors
Air Cherenkov detectors



Auger event simulation for surface array
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Angles and number of stations comparison

zenith [degree]
0 10 20 30 40 50 600

0.005

0.01

0.015

0.02

data

MC

azimuth [degree]
0 20 40 60 80 100 120 140 160 180

0.01

0.02

0.03

0.04

0.05

0.06

data

MC

stations / event
2 4 6 8 10 12 14 16 18

0.001

0.01

0.1
data

MC

3

Angles and number of stations comparison

zenith [degree]
0 10 20 30 40 50 600

0.005

0.01

0.015

0.02

data

MC

azimuth [degree]
0 20 40 60 80 100 120 140 160 180

0.01

0.02

0.03

0.04

0.05

0.06

data

MC

stations / event
2 4 6 8 10 12 14 16 18

0.001

0.01

0.1
data

MC

3

S(1000) and reduced �2

(S(1000) /VEM)
10

log
1.2 1.4 1.6 1.8 2 2.2 2.4

0.01

0.1

data

MC

/ndof2!
0 1 2 3 4 5 6 7 8 90.001

0.01

0.1

data

MC

� MC energy distribution is not exactly the same as for data, but
this does not introduce any bias on the migration matrix
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Stations distributions
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� The distribution of the distance of the station to the shower
axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.
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CORSIKA + full detector 
simulation (50% p + 50% Fe)

Zenith angle Azimuth angle

Distance of triggered stations Signal per station

Very good agreement

(UHECR 2012)



Very good agreement

TA event simulation for surface array

 101! !
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CORSIKA + full detector 
simulation (proton primaries)

(UHECR 2012)
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Several shower observables

Example: event observed by Auger
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Auger: comparison of surface detector signals
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Inclined showers (muon dominated)Showers up to 60° zenith angle

Energy and energy resolution
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) The resolution from the golden hybrid events: the most
important result for the migration matrix ! very good agreement!

5

QGSJET II.03

Discrepancy due mainly to muons
Nµ,data

Nµ,MC

����
QGS,p

= 2.13±0.04(stat)±0.11(sys)

Nµ,data

Nµ,MC

����
EPOS,Fe

⇡ 1.2

Auger Muon Results

(Independent confirmation with several other observables)

Fluorescence

(HadInt Working Group, UHECR 2012)



TA: comparison of surface detector signals

 104

Simulated SD signal at 800m  
used to determine SD energy

Energy derived 
from fluorescence 
light profile

SD energies 27% higher than FD energies (QGSJET II, protons)

Typical Fluorescence Event

Black Rock 
Event Display

Monocular timing fit Reconstructed Shower Profile

Fluorescence

Direct (Cerenkov)

Rayleigh scatt.

Aerosol scatt.

CORSIKA

(27% shifted)
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Figure 4. Lateral distribution of charged particles (circles) and muons with ϵ ≥ 1 GeV sec θ (squares) in

showers with the arrival zenith angle θ = 66.3◦. The nearest to the axis muon point is readings of muon

telescope mounted at the Obscura 1.

corrections should be made if experiment requires them. The high portion of high energy muons

was noted by Christiansen in his works as well.

It is seen from Fig. 4 that: a) there is a significant dispersion associated with influence of

the geomagnetic field on charged particles; b) readings of underground detectors equal to those

of surface detectors. Since particles at this zenith angle pass more than two atmospheres (x =

2538 g/cm2), then EAS should contain only muons with ϵ ≥ 2 − 1000 GeV and, therefore, a 2-m

shield of ground won’t be effective enough to attenuate such energetic particles. That’s why the

readings of underground detectors are equal to those of surface detectors (and may even exceed

them): due to the electron halo which is formed in the process of muon decay and due to large

ionization losses when passing the 2.5 atmospheres. The ratio is ρµ/ρe+µ = 1.27.

[1] B.N. Afanasiev, B. P. Artamonov, S. P. Knurenko et.al. New Project and New Detection Technigues

for the Highest Energies in Yakutsk EAS Array. // Proc. Int. Symp. on Extr. HECR: Astrophysics and

Future Observatories. Tokyo, 1996.

[2] S. P. Knurenko et al. Spati-temporal distribution of cascade particles below the maximum of EAS de-

velopment with E0 ≥ 1017 eV. // Proc. 21st ECRS. 2008. Kosice, Slovakia, p. 465-468.

4.3. Muon with E0 ! 1GeV

Yakutsk: direct measurement of muons
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In this repot, the lateral distribution function (LDF) of charged particles, 
Cherenkov light and muons with Ethr ! 1"sec# GeV are analyzed. 
Registration data from E0 $1015 eV to $1019 eV are considered. 

The relation of charged particle LDF to the longitudinal EAS development 
and the influence of the primary cosmic ray mass composition on its form 
attract attention.

4. The lateral distribution function of EAS

2

Figure 2. The detector arrangement of the small array

Figure 3. The schematics of the muon telescope

than predicted by the QGSJet model. For instance, at θ = 60◦ according to QGSJet, there are

75 − 80% of muons, but not 100% as the experiment has shown. Even with the account of

electron buildup in the ground (2.1 − 2.3 m of ground for Yakutsk) due to significant ionization

losses, the deficit of muons is still presented in this model. Observations of muon component

with the use of muon telescopes (see Fig. 5) confirm this effect [2]. Hence, the processes of

high energy muons generation should be taken into account when updating current models and

ethr = 1GeV

No significant discrepancies, 
muon deficit ~ 10-20%

Muons per m2

θ≈66°

(Yakutsk Collab., UHECR 2012)



Comparison of surface detectors
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Telescope Array: thin scintillators 
(main part of signal due to em. particles, 
 low sensitivity to muons)

Auger: thick water-Cherenkov detectors 
(large part of signal due to muons, 
 large acceptance to inclined showers)

Complementary surface detector arrays



Accounting for different sensitivity to muons
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Figure 3: Top: EM muon halo fraction Sem,halo of total
EM signal Sem vs zenith angle. Bottom: Sµ/Sem depen-
dence on the zenith angle. lg(E/eV) = 18.50− 19.50.

2 Showers at the same zenith angles

Another universality property follows from the study of
showers arriving at the same zenith angles. In this case
the average iron shower has to cross larger slant distance
from Xmax to the ground with respect to the average pro-
ton shower and this almost equalizes EM signals for both
primaries at the observation level in a wide range of zenith
angles. For the signal at 1000 meters in the Cherenkov
water detectors notable discrepancies between p and Fe
EM showers components are observed for nearly vertical
showers (θ < 18◦, cos2(θ) > 0.9) and very inclined ones
(θ > 63◦, cos2(θ) < 0.2). In the first case the path from
Xmax to the ground for p and Fe showers is almost the
same. For inclined showers the difference is caused by the

EM halo frommuon decays and larger number of muons in
iron showers brings to a larger EM halo signal.
Looking at the showers at different zenith angles one sam-
ples longitudinal showers profiles, for this reason it is nat-
ural to try to describe the dependence of the EM signal on
cos(θ) with Gaisser-Hillas type function, using cos(θ) as
variable instead ofXmax:

Sem(E, θ)

E

[

VEM

EeV

]

= S0
em

(

cos(θ)− c0
c1 − c0

)α

×

× exp

(

c1 − cos(θ)

λ

)

, (3)

where α = (c1 − c0)/λ; S0
em (signal at maximum), c0,

c1 (cosine of angle at which Sem=S0
em) and λ are fit

parameters. The fit parameters S0
em and c1 change by

less than 10% and 3% correspondingly across the entire
range of energies (when one makes fits in 15 energy bins
∆ lg(E/eV)=0.1 from lg(E/eV) = 18.5 to lg(E/eV) =
20.0), while c0 changes quite chaotically from 0 to −20
(this causes λ to change also). We have found that fixing
c0 (similarly to [9]) to any negative value within this range,
we obtain a good universal fit and λ changes in this case by
less than 15%. Finally, we used the following average val-
ues (except for c0 that was fixed to −3) of the coefficients
S0
em = 2.53, c0 = −3, c1 = 0.96, λ = 0.012. The results
of the fit and the difference between the MC simulated EM
signal SMC

em and the EM signal obtained from the fit Sfit
em

are shown in Fig. 2. The accuracy of the EM signal repro-
duction for all energy bins is such that one gets an unbiased
estimate of Sem with RMS below 15% for proton and 13%
for iron showers.
Our calculations demonstrate that the universality of EM
signal dependence on zenith angle holds true also in case
of EPOS 1.99.

3 Sµ/Sem universality in respect to interac-
tion models for θ > 45◦

Phenomenologically the angular region 45◦ − 65◦ is of in-
terest since with increase of the zenith angle the EM com-
ponent produced mostly in π0 decays at the initial EAS
development stages is largely absorbed in the atmosphere
and EM halo from muon decays starts to play a remarkable
role (Fig. 3). One expects in this case that the behavior of
the Sµ/Sem ratio should become less sensitive to the prop-
erties of the interaction models since with increase of the
angle it more and more reflects the equilibrium state be-
tween muons and EM halo from muons decays and inter-
actions. To illustrate quantitatively this process let us write
the Sµ/Sem ratio for QGSJET II as

SQGS

µ /SQGS

em =
SQGS

µ

SQGS

em,halo + SQGS
em,pure

,

here SQGS

em,halo is the EM halo signal from muons, SQGS

em,pure

is EM signal from everything else except muons. Then for

Sµ/Stot

0.5

0.66

0.75

0.86

0.33

Muon component 

• Auger: 30–80% of detector signal 

• TA: 15–20% of detector signal Sµ/Stot

Sµ/Stot

Auger

TA

TA

(HadInt Working Group, UHECR 2012)



Results for proton showers: Xmax
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PROCEEDINGS OF THE 31st ICRC, !ÓDŹ 2009 3
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Fig. 3. Effect of changing interaction characteristics on proton induced air showers. Shown is the impact on the observables Xmax, Ne and
Nµ. Each data point is the mean value for 1000 simulated air showers at a primary energy of 1019.5 eV. The lines are just to guide the eye.
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FD Results

! ⟨Xmax⟩ and RMS vs E
! resolution correction

! broken line fit:

slopes D [g/cm2
/decade]

! comparison to air shower

simulations

! published HiRes data

(update cf. Pierre’s talk)
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• Variables influence differently mean and RMS 
• Cross section most important
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E = 1019.5 eV   (Ecm ≈ 250 TeV)

(R. Ulrich et al. PRD83 (2011) 054026)
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Auger 2009

Dhad
10 = ln10 X0(1�Bn�B�)

Elongation rate theorem

(Linsley, Watson PRL46, 1981) 

factor ~ 87 g/cm2

Dhad
10 = 24± 3 g/cm2

Model by Farrar & Allen, UHECR 2012 
Restoration of chiral symmetry 
Strong enhancement of baryon production



Importance of correlations for fluctuations
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r = 800m

Typical surface detector event

Lateral Density 
Distribution Fit

Geometry Fit (modified Linsley)

Fit with AGASA LDF

� S(800): Primary Energy 
� Zenith attenuation by MC 

(not by CIC).

2008/Jun/25 - 19:45:52.588670 UTC

Early muons: importance of shower front curvature
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proton shower E = 1019 eV, θ = 45°

Early muons 
(high energy)

Late muons and 
em. particles 
(low energy)

Curvature of shower front 
sensitive to early muons Curvature should be measured 

TA event



Distribution of muon production depth (MPD)
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Early 

Late 

6

the point defined by (r, z). r and z are measured in
the shower reference frame and represent the distance
and the azimuthal position of the point at the ground,
respectively. D is the distance from the ground impact
point to the shower plane. Referencing the muon time
of flight to the arrival time of the shower-front plane
for each position (r, z), we obtain what we define as the
geometric delay, tg. It represents the delay of muons due
to the deviation of their trajectories with respect to the
direction of the shower axis. Given tg it is possible to
derive the production distance z of muons for each po-
sition (r, z) at the ground.

The geometric delay is not the only source contribut-
ing to the measured muon delay t. The average energy
of muons at production (vµ < c) and their energy loss,
mainly because of inelastic collisions with atomic elec-
trons in the air, cause a kinematic delay t#, with respect to
a particle traveling at the speed of light. To compute it,
we need an estimation of the energy carried by each sin-
gle muon. The Auger SD array does not allow for such
a measurement: therefore we must use for this correc-
tion a mean kinematic time value ht#i as an approxi-
mation [24]. An additional source of delay is given by
the deflection of muons due to their elastic scattering
off nuclei. Furthermore, the geomagnetic field affects
the trajectory of the muons, delaying their arrival times
even more. The longer the path of the muon, the larger
is the effect hence it is especially important for very in-
clined events.

To demonstrate the importance of the different con-
tributions to the total delay, Figure 2 presents, for events
at 60� zenith angle, the average value of each delay as
a function of the distance to the shower core. All con-
tributing effects show a clear dependence with r. This
behavior is similar for events with different zenith an-
gles. The geometric delay dominates at large distances.
The contribution of the kinematic effect is larger near
the core. In principle, one may think that the kinematic
delay decreases closer to the core because muons are
more energetic on average. However, in this region the
spread in energy is larger [25] and the mean time de-
lay is dominated by low energy muons. For events at
⇠60�, at distances r > 1000 m, the kinematic delay typ-
ically amounts to less than 30% of the total delay, while
the rest of the contributions are of the order of a few
percent (see Figure 2).

Since muons are not produced in the shower axis,
we must apply a correction due to the path traveled by
the parent mesons. Assuming that muons are collinear
with the trajectory followed by the parent pion, the
muon paths start deeper in the atmosphere by an
amount which is simply the decay length of the pion:
zp = ctpEp/(mpc2)cosa. The pion energy dependence
of this correction has been taken from [24]. The dis-
tance zp introduces an average time delay of ⇠3 ns [25]
(this correction amounts to ⇠1% of the total delay, see
Figure 2).

All in all, the muon production point along the
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Figure 2: Average time delay of muons with a breakdown of
the different contributions. Those muons are produced in a
proton-initiated shower with a zenith angle of 60� and pri-
mary energy of E = 10 EeV [25].

shower axis z can be inferred by the expression

z ' 1
2

✓
r2

c(t � ht#i)
� c(t � ht#i)

◆
+ D � hzpi, (1)

where the geometric delay tg has been approximated by
tg ' t � ht#i.

For each point at the ground, equation (1) gives a
mapping between the production distance z and the ar-
rival time t of muons. The production distance can be
easily related to the production depth Xµ (total amount
of traversed matter) using

Xµ =
Z •

z
r(z0) dz0, (2)

where r stands for the atmospheric density. The set
of production depths forms the MPD distribution that
describes the longitudinal development of the muons
generated in an air shower that reach the ground.

IV. FEATURES OF THE MUON PROFILES

The MPD is reconstructed from the FADC signals ob-
tained with the water-Cherenkov detectors. The finite
area of the detectors induces fluctuations due to dif-
ferent muon samples being collected. In addition, the
shape of the MPD distribution observed from different
positions at the ground varies because of differences in
the probability of in-flight decay and because muons
are not produced isotropically from the shower axis. It
is an integration over r which enables estimation of the
dNµ/dX distribution or MPD distribution (where Nµ
refers to the number of produced muons). However, for
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Figure 2: Energy evolution of the resolution we obtain, on
an event by event basis, when we reconstruct X µ

max for
showers generated with AIRES and QGSJETII [11].

reconstruction. The chosen rcut is energy independent.
This implies that any difference in resolution that we find
for different energies will be mainly a consequence of the
different amount of muons detected at ground. In our anal-
ysis, we consider only those detectors whose distance to
the shower core is larger than 1800 m. To reduce residual
EM contamination and potential baseline fluctuations we
have applied a mild cut on the threshold of the FADC sig-
nals used to build the MPD. We have discarded FADC bins
where the signal is below 0.3 VEM. Finally, the MPD is
reconstructed adding those detectors whose total recorded
signal is above 3 VEM. This requirement is set to avoid,
in real data, the contribution of detectors (usually far away
from the core) having a signal dominated by accidental par-
ticles.
This set of cuts has a high muon selection efficiency. Re-
gardless of the energy of the primary and its composition,
muon fractions above 85% are always obtained. This guar-
antees an EM contamination low enough to obtain an accu-
rate value ofXµ

max.

2.3 Selection cuts

To optimize the quality of our reconstructed profiles we ap-
ply the following cuts:

• Trigger cut: All events must fulfill the T5 trigger
condition [5].

• Energy cut: Since the number of muons is energy
dependent, Nµ ∝ Eα/rβ , we have observed that in
events with energies below 20 EeV the population of
the MPD is very small, giving a very poor determi-
nation of theXµ

max observable. Therefore we restrict
our analysis to events with energy larger than 20 EeV.
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Figure 3: Real reconstructed MPD, θ = (59.05 ± 0.07) ◦

and E = (94 ± 3) EeV, with its fit to a Gaisser-Hillas func-
tion.

• Fit quality: Only events with a good MPD fit
(χ2/ndf < 2.5) to a Gaisser-Hillas function are ac-
cepted.

• Shape cut: The reduced χ2 of a straight line
and a Gaisser-Hillas fit must satisfy χ2

GH /ndf <
2χ2

line/ndf.

• Curvature: When the fitted radius of curvature of
the shower front, R, is very large we observe an un-
derestimation of the reconstructed X µ

max. So only
events with R < 29000 m are included in our analy-
sis.

The overall event selection efficiencies are high (> 80%)
and the difference between iron and proton is small for the
whole range of considered energies (see Table 1). Our cuts
do not introduce any appreciable composition bias. We fi-
nally note that for the set of surviving events, the bias in the
Xµ

max reconstruction is between ± 10 g cm−2, regardless
of the initial energy or the chemical composition of the pri-
mary. The resolution ranges from about 120 g cm−2 at the
lower energies to less than 50 g cm−2 at the highest energy
(see Figure 2).
We note that the predictions of X µ

max from different
hadronic models (such as those shown in Figure 4) would
not be affected if a discrepancy between a model and
data [12] is limited to the total number of muons. How-
ever, differences in the muon energy and spatial distribu-
tion would modify the predictions.

3 Application to real data

Our analysis makes use of the data collected between Jan-
uary 2004 andDecember 2010. Our initial sample of events

7

Muons	from	late	
interac1ons

Muons	from	
early	
interac1ons

(Auger	Collab.	ICRC	2013)
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Backup slides
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Performance plots of recent model versions
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T. Pierog, KIT - 10/30ISVHECRI – May 2018

Air Showers Muon Signal Nuclear InteractionsEM Signal

Cross-Section

For all models cross-section calculation based on optical theorem

total cross-section given by elastic amplitude

different amplitudes in the models but free parameters set to reproduce all 
p-p cross-sections

basic principles + high quality LHC data = same extrapolation  

pp p-Air

T. Pierog, KIT - 14/30ISVHECRI – May 2018

Air Showers Muon Signal Nuclear InteractionsEM Signal

Multiple scattering not enough to reconcile pQCD minijet cross-
section and total cross-section

non-linear effect should be taken into account (interaction between scatterings)

Solution depends on amplitude definition

still large uncertainties at high energy (but reduced after LHC)  

Energy Evolution

pp p-Air

(Pierog ISVHECRI 2018)



Scaling: model predictions (i)
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Scaling: model predictions (ii)
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Scaling: model predictions (iii)
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T. Pierog, KIT - 15/30ISVHECRI – May 2018

Air Showers Muon Signal Nuclear InteractionsEM Signal

Inelasticity

In most of the cases, the projectile is destroyed by the collision

non-diffractive scattering : high energy loss for leading particle, high multiplicity 

In 10-20% of the time, the projectile have a small energy loss (high 
elasticity) and is unchanged

diffractive scattering : low energy loss, low multiplicity on target side

Model difference mostly at technical level (and choice of data)

pp p-Air

Elasticity = 1 - Inelasticity
(Pierog ISVHECRI 2018)

Inelasticity: fraction of beam particle energy that is transferred to 
                    secondary particles except the leading one
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3.3 Quark model of hadrons and hadron masses 47

Table 3.3 Properties and decay channels of selected baryons. The same
properties apply to antiparticles correspondingly. Baryons with

non-vanishing isospin belong to multiplets with similar properties for each
member, for example, �`` „ puuuq, �` „ puudq, �0 „ puddq, and

�´ „ pdddq. For hadronically decaying resonances the total width � “ 1{⌧
is given instead of the mean lifetime ⌧ .

Particle Constituent Mass Mean life Decay channels branching
quarks (MeV) (c⌧) ratio (%)

p uud 938.3 8 ´ ´
n udd 939.6 2.64 ˆ 108 km p e´ ⌫e 100

N`p1444q uud 1440 « 300 MeV p ⇡0

n ⇡`

p ⇡` ⇡´

n ⇡` ⇡0

p � 0.35 ´ 0.48

�`p1230q uud 1232 117MeV p ⇡0 66.7
n ⇡` 33.3

⇤0 uds 1115.7 7.89 cm p ⇡´ 63.9
n ⇡` 35.8

p e´ ⌫e 8.3 ˆ 10´2

p µ´ ⌫µ 16.3 ˆ 10´2

⌃` uus 1189.4 2.40 cm p ⇡0 51.6
n ⇡` 48.3

⌅´ dss 1321.7 4.91 cm ⇤ ⇡´ 99.9

⌦´ sss 1672.5 2.46 cm ⇤ K´ 67.8
⌅0 ⇡´ 23.6
⌅´ ⇡0 8.6

⇤`
c udc 2286 59.9 µm ⇤{p{n . . . 73

⇤ e` ⌫e 2.1
⇤ µ` ⌫µ 2.0

produced in the color field of the bound hadron. Although sea quarks are
important constituents of hadrons, they do not contribute to the overall
quantum numbers of the bound state, except for a contribution to the over-
all spin of the hadron due to their orbital momenta.
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46 Particle physics

Table 3.2 Properties and decay channels of selected mesons. Inclusive
decay channels involving several particle final states are indicated by . . . in

the table.

Particle Constituent Mass Mean life Decay channels branching
quarks (MeV) (c⌧) ratio (%)

⇡` ud 139.6 7.80 m µ` ⌫µ 99.99
µ` ⌫µ � 2.0 ˆ 10´2

e` ⌫e 1.2 ˆ 10´2

⇡0 1?
2

`
dd ´ uu

˘
135.0 25.5 nm � � 98.8

e` e´ � 1.17

K` us 493.7 3.71 m µ` ⌫µ 63.6
⇡` ⇡0 20.7

⇡` ⇡´ ⇡` 5.59
⇡0 e` ⌫e 5.07
⇡0 µ` ⌫µ 3.35
⇡` ⇡0 ⇡0 1.76

K0 ds 497.6 ´ ´ ´

K0
L

1?
2

`
ds ´ sd

˘
497.6 15.34 m ⇡˘ e¯ ⌫e 40.5

⇡˘ µ¯ ⌫µ 27.0
⇡0 ⇡0 ⇡0 19.5
⇡` ⇡´ ⇡0 12.5

⇡` ⇡´ 0.19

K0
S

1?
2

`
ds ` sd

˘
497.6 2.68 cm ⇡` ⇡´ 69.2

⇡0 ⇡0 30.7
⇡` ⇡´ � 0.18

�p1020q « ss 1019 4.26 MeV K` K´ 48.9
K0

L K0
S 34.2

D` cd 1870 312 µm K0{K0
. . . 61

µ` ⌫µ . . . 17.6
e` ⌫e . . . 16.1

D0 cu 1865 123 µm K´{K0{K0
. . . 100

µ` . . . 6.7
e` . . . 6.5

carried by valence quarks. The rest of the momentum is carried by gluons
and so-called sea quarks, which are short-lived fluctuations of q ´ q pairs
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Some useful relations (units)

Appendix

A.1 Units, constants, and definitions

The physical and astrophysical constants are taken from the PDG review
2014 [10].

‚ Speed of light: c “ 2.9979 ˆ 1010 cm s´1

‚ Gravitational constant: G “ 6.6738 ˆ 10´8 cm3 g´1 s´2

‚ Planck constant: h “ 6.626 ˆ 10´27 erg s “ 4.136 ˆ 10´15 eV s,
h̄ “ h{p2⇡q “ 1.0546 ˆ 10´27 erg s

‚ Boltzmann constant: kB “ 8.6173ˆ10´5 eV K´1 “ 1.3806ˆ10´16 erg K´1

‚ Avogadro constant: NA “ 6.0221ˆ1023. By definition, NA atoms of carbon
12C have a mass of 12 g. Therefore, the mean mass of a nucleon can be
written as mN “ pmp ` mnq{2 « p1{NAq g “ 1.6605 ˆ 10´24 g.

‚ Energy units: 1 erg “ 10´7 J, 1 eV “ 1.6022 ˆ 10´12 erg,
1 cm´1 “ 0.000123986 eV, 1 fm “ 5.06773 GeV´1

‚ A photon of E� “ 1 keV has a frequency of ⌫ “ 2.4 ˆ 1017 Hz. This
statement is based on E� “ h⌫. Direct conversion of units using h̄ “
h{p2⇡q “ 6.582 ˆ 10´22 MeV s would give a result that di↵ers by 2⇡.

‚ Distances: 1 pc “ 3.0857 ˆ 1018 cm, 1 AU “ 1.496 ˆ 1013 cm

‚ Cross sections: 1 mb “ 10´27 cm2, p1 fmq2 “ 10 mb,
p1 GeVq´2 “ 0.389365 mb

‚ Thomson cross section: �T “ 8⇡r2
e{3 “ 665.25 mb “ 6.652 ˆ 10´25 cm2,

where re is the classical electron radius re “ e2{pmec2q “ 2.818ˆ10´13 cm

‚ Solar mass and luminosity: Md “ 1.9885ˆ1033 g, Ld “ 3.828ˆ1033 erg s´1

‚ Flux density used in radio astronomy (Jansky): 1 Jy “ 10´26W m´2 Hz´1 “
10´23 erg s´1 cm´2 Hz´1

‚ Magnetic field strength: 1 G “ 10´4 T



UHECRs: How to detect them
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Example: event observed with Auger Observatory
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