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Outline • Introduction & HF program. 
★ b hadron lifetimes [arXiv:1710.08949, accepted by EPJC]. 
★ Λb polarization and parameters of the Λb ⇾ J/ψ Λ decay 

[PRD 97, 072010 (2018)]. 
★ Cross sections of J/ψ, ψ(2S) and Y(nS) (n=1,2,3)  

[PLB 780, 251 (2018)].  
★ Search for resonances in the Bsπ± mass spectrum  

[PRL 120, 202005 (2018)]. 
• Summary.



Introduction

• Precise measurements 
of b hadrons and qq̅ 
properties help to 
improve or constrain 
QCD-inspired 
models.

"2

CMS heavy flavors program ⇿ 
Excellent µ ID + Track and 

vertex reconstruction

• CMS heavy flavors  
physics results are  
competitive or complementary 
with respect to other experiments.

• LHC: pp collisions @ 7-8 (Run I) &  
13 TeV (Run II) ⇒ large b and c  
hadron production.

B & quarkonia @ CMS -- Ivan Heredia XXXII-AM-DPyC



Dimuon invariant mass spectrum
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Dimuon trigger
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B ⇾ J/ψ X 
J/ψ  ⇾ µ+µ-

B ⇾ K(*) µ+ µ-

B0
(s) ⇾ µ+ µ-

B & quarkonia @ CMS -- Ivan Heredia
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b hadron lifetimes
• B-lifetimes determine importance of non-

spectator contributions. 

• Discrepancies among previous 
measurements of, e.g., Λb & Bc+ lifetimes:

"4

LHCb results significantly larger than Tevatron 
measurements

B & quarkonia @ CMS -- Ivan Heredia XXXII-AM-DPyC

http://www.quantumdiaries.org/tag/b-physics/

Λb
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weak decay of the Bc meson can occur 
through either the b or c quark

shorter lifetime than other B mesons

Recent lifetime measurements by LHCb are 
significantly larger than those measured at the 
Tevatron

Additional measurement by CMS may help to
resolve this discrepancy

Bc→J/Ψπ

CMS has studied the J/  and J/ψπ ψπππ

modes with 5fb-1 at 7TeV. 

Relative BF of the two modes measured

JHEP 01 (2015) 063

Bc

τ



Measurement strategy

"5

Primary  
vertex

Lxy

• B+⇾J/ψK+: reference mode, for evaluation of syst. uncertainties.

• This way, we measure τB0⇾J/ψK*, τB0⇾J/ψKs, τΛb⇾J/ψΛ, the effective Bs lifetime 
τBs⇾J/ψφ (final states are admixture of CP eigenstates), and the CP-odd 
lifetime τBs⇾J/ψππ ~ 1/ΓH = τH (lifetime of heavy mass state).

+(1� fS)MB(M)TB(ct)EB(�ct)PDF = fSMS(M)TS(ct)ES(�ct)

• The Bc+ lifetime is obtained through the ratio of the Bc+ & B+ ct signal 
histograms, where the ct resolution “r(ct)” is shown to ~cancel out:
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The decay time distribution for the signal NB(ct) can be expressed as the product of an effi-
ciency function #B(ct) and an exponential decay function EB(ct) = exp(�ct/ctB), convolved
with the time resolution function of the detector r(ct). The ratio of B+

c to B+ events at a given
proper time can be expressed as

NB+
c
(ct)

NB+(ct)
⌘ R(ct) =

#B+
c
(ct)[r(ct)⌦ EB+

c
(ct)]

#B+(ct)[r(ct)⌦ EB+(ct)]
. (8)

We have verified through studies of simulated pseudo-events that Eq. (8) is not significantly
affected by the time resolution, and therefore this equation can be simplified to

R(ct) ⇡ R#(ct) exp(�DGt), (9)

where the small effect from the time resolution is evaluated from MC simulations and is in-
cluded in R#(ct), which denotes the ratio of the B+

c and B+ efficiency functions. The quantity
DG is defined as

DG ⌘ GB+
c
� GB+ =

1
tB+

c

� 1
tB+

. (10)

The B+
c ! J/yp+ and B+ ! J/yK+ invariant mass distributions, shown in Fig. 5, are each fit215

with an unbinned maximum-likelihood estimator. The J/yp+ invariant mass distribution is fit-216

ted with a Gaussian function for the B+
c signal and an exponential function for the background.217

An additional background contribution from B+
c ! J/yK+ decays is modelled from a simulated218

sample of B+
c ! J/yK+ events, and its contribution is constrained using the value of the branch-219

ing fraction relative to J/yp+ [27]. The B+
c ! J/yp+ signal yield is 1128 ± 60 events, where the220

uncertainty is statistical only. The B+ meson invariant mass distribution is fit with a sum of221

two Gaussian functions with a common mean for the signal and a second-order Chebyshev222

polynomial for the background. Additional contributions from partially reconstructed B0 and223

B+ meson decays are parametrized with functions determined from B+! J/yp+ and inclusive224

B0! J/yX MC samples.225
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Figure 5: The J/yp+ invariant mass distribution (left) with the solid line representing the total
fit, the dashed line the signal component, the dotted line the combinatorial background, and
the dashed-dotted line the contribution from B+

c ! J/yK+ decays. The J/yK+ invariant mass
distribution (right) with the solid line representing the total fit, the dashed line the signal com-
ponent, the dotted-dashed curves the B+! J/yp+ and B0 contributions, and the dotted curve
the combinatorial background. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 5: The J/yp+ invariant mass distribution (left) with the solid line representing the total
fit, the dashed line the signal component, the dotted line the combinatorial background, and
the dashed-dotted line the contribution from B+

c ! J/yK+ decays. The J/yK+ invariant mass
distribution (right) with the solid line representing the total fit, the dashed line the signal com-
ponent, the dotted-dashed curves the B+! J/yp+ and B0 contributions, and the dotted curve
the combinatorial background. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 5: The J/yp+ invariant mass distribution (left) with the solid line representing the total
fit, the dashed line the signal component, the dotted line the combinatorial background, and
the dashed-dotted line the contribution from B+

c ! J/yK+ decays. The J/yK+ invariant mass
distribution (right) with the solid line representing the total fit, the dashed line the signal com-
ponent, the dotted-dashed curves the B+! J/yp+ and B0 contributions, and the dotted curve
the combinatorial background. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 5: The J/yp+ invariant mass distribution (left) with the solid line representing the total
fit, the dashed line the signal component, the dotted line the combinatorial background, and
the dashed-dotted line the contribution from B+

c ! J/yK+ decays. The J/yK+ invariant mass
distribution (right) with the solid line representing the total fit, the dashed line the signal com-
ponent, the dotted-dashed curves the B+! J/yp+ and B0 contributions, and the dotted curve
the combinatorial background. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 5: The J/yp+ invariant mass distribution (left) with the solid line representing the total
fit, the dashed line the signal component, the dotted line the combinatorial background, and
the dashed-dotted line the contribution from B+

c ! J/yK+ decays. The J/yK+ invariant mass
distribution (right) with the solid line representing the total fit, the dashed line the signal com-
ponent, the dotted-dashed curves the B+! J/yp+ and B0 contributions, and the dotted curve
the combinatorial background. The vertical bars on the data points represent the statistical
uncertainties.

B & quarkonia @ CMS -- Ivan Heredia

• Measurements based on reconstruction of 
the transverse decay length Lxy and UML fits 
of reco. mass (M), ct and σct of the b hadron: 

ct = cLxy
M (PDG)

B

pT

XXXII-AM-DPyC

( ct > 200 µm )
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Figure 5: The J/yp+ invariant mass distribution (left) with the solid line representing the total
fit, the dashed line the signal component, the dotted line the combinatorial background, and
the dashed-dotted line the contribution from B+

c ! J/yK+ decays. The J/yK+ invariant mass
distribution (right) with the solid line representing the total fit, the dashed line the signal com-
ponent, the dotted-dashed curves the B+! J/yp+ and B0 contributions, and the dotted curve
the combinatorial background. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 2: Invariant mass (left) and ct (right) distributions for B+ (upper) and for L0
b (lower)

candidates. The curves are projections of the fit to the data, with the contributions from signal
(dashed), background (dotted), and the sum of signal and background (solid) shown. the lower
panels of the figures on the right show the difference between the observed data and the fit
divided by the data uncertainty. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 4: Invariant mass (left) and ct (right) distributions for B0
s candidates reconstructed

from J/yf(1020) (upper) and J/yp+p� (lower) decays. The curves are projections of the fit
to the data, with the full fit function (solid) and signal (dashed) shown for both decays, the
total background (dotted) shown for the upper plots, and the combinatorial background (dot-
ted), misidentified B+ ! J/yK+ background (dashed-dotted), B0 ! J/yp+p� contribution
(dashed-dotted-dotted-dotted), and partially reconstructed and other misidentified B back-
grounds (dashed-dotted-dotted) shown for the lower plots. the lower panels of the figures
on the right show the difference between the observed data and the fit divided by the data
uncertainty. The vertical bars on the data points represent the statistical uncertainties.
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Figure 4: Invariant mass (left) and ct (right) distributions for B0
s candidates reconstructed

from J/yf(1020) (upper) and J/yp+p� (lower) decays. The curves are projections of the fit
to the data, with the full fit function (solid) and signal (dashed) shown for both decays, the
total background (dotted) shown for the upper plots, and the combinatorial background (dot-
ted), misidentified B+ ! J/yK+ background (dashed-dotted), B0 ! J/yp+p� contribution
(dashed-dotted-dotted-dotted), and partially reconstructed and other misidentified B back-
grounds (dashed-dotted-dotted) shown for the lower plots. the lower panels of the figures
on the right show the difference between the observed data and the fit divided by the data
uncertainty. The vertical bars on the data points represent the statistical uncertainties.
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Figure 2: Invariant mass (left) and ct (right) distributions for B+ (upper) and for L0
b (lower)

candidates. The curves are projections of the fit to the data, with the contributions from signal
(dashed), background (dotted), and the sum of signal and background (solid) shown. the lower
panels of the figures on the right show the difference between the observed data and the fit
divided by the data uncertainty. The vertical bars on the data points represent the statistical
uncertainties.
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Figure 3: Invariant mass (left) and ct (right) distributions for B0 candidates reconstructed from
J/yK⇤(892)0 (upper) and J/yK0

S (lower) decays. The curves are projections of the fit to the data,
with the contributions from signal (dashed), background (dotted), and the sum of signal and
background (solid) shown. the lower panels of the figures on the right show the difference
between the observed data and the fit divided by the data uncertainty. The vertical bars on the
data points represent the statistical uncertainties.
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Figure 3: Invariant mass (left) and ct (right) distributions for B0 candidates reconstructed from
J/yK⇤(892)0 (upper) and J/yK0

S (lower) decays. The curves are projections of the fit to the data,
with the contributions from signal (dashed), background (dotted), and the sum of signal and
background (solid) shown. the lower panels of the figures on the right show the difference
between the observed data and the fit divided by the data uncertainty. The vertical bars on the
data points represent the statistical uncertainties.
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Figure 4: Invariant mass (left) and ct (right) distributions for B0
s candidates reconstructed

from J/yf(1020) (upper) and J/yp+p� (lower) decays. The curves are projections of the fit
to the data, with the full fit function (solid) and signal (dashed) shown for both decays, the
total background (dotted) shown for the upper plots, and the combinatorial background (dot-
ted), misidentified B+ ! J/yK+ background (dashed-dotted), B0 ! J/yp+p� contribution
(dashed-dotted-dotted-dotted), and partially reconstructed and other misidentified B back-
grounds (dashed-dotted-dotted) shown for the lower plots. the lower panels of the figures
on the right show the difference between the observed data and the fit divided by the data
uncertainty. The vertical bars on the data points represent the statistical uncertainties.
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Figure 4: Invariant mass (left) and ct (right) distributions for B0
s candidates reconstructed

from J/yf(1020) (upper) and J/yp+p� (lower) decays. The curves are projections of the fit
to the data, with the full fit function (solid) and signal (dashed) shown for both decays, the
total background (dotted) shown for the upper plots, and the combinatorial background (dot-
ted), misidentified B+ ! J/yK+ background (dashed-dotted), B0 ! J/yp+p� contribution
(dashed-dotted-dotted-dotted), and partially reconstructed and other misidentified B back-
grounds (dashed-dotted-dotted) shown for the lower plots. the lower panels of the figures
on the right show the difference between the observed data and the fit divided by the data
uncertainty. The vertical bars on the data points represent the statistical uncertainties.
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sample. The ratio of the two efficiency distributions, using the same binning scheme as for the
data, is shown in the right plot of Fig. 6.
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Figure 6: Left: Yields of B+
c ! J/yp+ and B+ ! J/yK+ events as a function of ct, normalized

to the bin width, as determined from fits to the invariant mass distributions. Right: Ratio of
the B+

c and B+ efficiency distributions as a function of ct, as determined from simulated events.
The vertical bars on the data points represent the statistical uncertainties, and the horizontal
bars show the bin widths.

The ratio of the B+
c to B+ efficiency-corrected ct distributions, R/R#, is shown in Fig. 7, along

with the result of a fit to an exponential function. The fit returns DG = 1.24 ± 0.09 ps�1. Using
the known lifetime of the B+ meson, ctB+ = 491.1 ± 1.2 µm [2], a measurement of the B+

c meson
lifetime, ctB+

c
= 162.3 ± 8.2 µm, is extracted, where the uncertainty is statistical only.
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Figure 7: Ratio of the B+
c to B+ efficiency-corrected ct distributions, R/R#, with a line showing

the result of the fit to an exponential function. The vertical bars give the statistical uncertainty
in the data, and the horizontal bars show the bin widths.

7 Systematic uncertainties
The systematic uncertainties can be divided into uncertainties common to all the measure-
ments, and uncertainties specific to a decay channel. Table 1 summarizes the systematic un-
certainties for the sources considered below and the total systematic uncertainty in the B0

s , B0,
and L0

b lifetime measurements. The systematic uncertainties in DG and the B+
c meson lifetime

are collected in Table 2. Using the known lifetime of the B+ meson, the uncertainties in DG are
converted into uncertainties in the B+

c meson lifetime measurement. The uncertainty in the B+
c

meson lifetime due to the uncertainty in the B+ meson lifetime [2] is quoted separately.

12 7 Systematic uncertainties

sample. The ratio of the two efficiency distributions, using the same binning scheme as for the
data, is shown in the right plot of Fig. 6.

ct [cm]
0.02 0.04 0.06 0.08 0.1

]
-1

dN
/d

(c
t) 

[c
m

310

410

510

610

710

810

ct [cm]
0.02 0.04 0.06 0.08 0.1

]
-1

dN
/d

(c
t) 

[c
m

310

410

510

610

710

810
+Kψ J/→ +B
+πψ J/→ +

cB

CMS  (8 TeV)-119.7 fb

ct [cm]
0.02 0.04 0.06 0.08 0.1

ε
R

0.7

0.75

0.8

0.85

0.9

0.95

1
CMS Simulation

Figure 6: Left: Yields of B+
c ! J/yp+ and B+ ! J/yK+ events as a function of ct, normalized

to the bin width, as determined from fits to the invariant mass distributions. Right: Ratio of
the B+

c and B+ efficiency distributions as a function of ct, as determined from simulated events.
The vertical bars on the data points represent the statistical uncertainties, and the horizontal
bars show the bin widths.

The ratio of the B+
c to B+ efficiency-corrected ct distributions, R/R#, is shown in Fig. 7, along

with the result of a fit to an exponential function. The fit returns DG = 1.24 ± 0.09 ps�1. Using
the known lifetime of the B+ meson, ctB+ = 491.1 ± 1.2 µm [2], a measurement of the B+

c meson
lifetime, ctB+

c
= 162.3 ± 8.2 µm, is extracted, where the uncertainty is statistical only.

ct [cm]
0.02 0.04 0.06 0.08 0.1

ε
R

/R

-310

-210

Data

Fit

CMS  (8 TeV)-119.7 fb

Figure 7: Ratio of the B+
c to B+ efficiency-corrected ct distributions, R/R#, with a line showing

the result of the fit to an exponential function. The vertical bars give the statistical uncertainty
in the data, and the horizontal bars show the bin widths.

7 Systematic uncertainties
The systematic uncertainties can be divided into uncertainties common to all the measure-
ments, and uncertainties specific to a decay channel. Table 1 summarizes the systematic un-
certainties for the sources considered below and the total systematic uncertainty in the B0

s , B0,
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vs. 455.7 ± 1.2 µm (HFAG) 

vs. 443.4 ± 3.6 µm (HFAG) 
vs. 440.7 ± 3.0 µm (HFAG) 

vs. 495 ± 10 (LHCb), 510 ± 36 (CDF), 508 ± 45 µm (D0) 

vs. 152.0 ± 2.7 µm (HFAG) 

c⌧B0!J/ K⇤(892)0 = 453.0± 1.6 (stat)± 1.8 (syst) µm

c⌧B0!J/ K0
S
= 457.0± 2.7 (stat)± 2.8 (syst) µm

c⌧B0
s!J/ ⇡+⇡� = 502.7± 10.2 (stat)± 3.4 (syst) µm

c⌧B0
s!J/ �(1020) = 443.9± 2.0 (stat)± 1.5 (syst) µm

c⌧⇤0
b
= 442.9± 8.2 (stat)± 2.8 (syst) µm

c⌧B0 = 454.1± 1.4 (stat)± 1.7 (syst) µm

c⌧B+
c
= 162.3± 7.8 (stat)± 4.2 (syst)± 0.1 (⌧B+) µm

Precision from each channel is as good as or better than previous measurements. 

All results are in agreement with current W.A. values and with HQE 
predictions and other theoretical models. 

Combinations of previous results also lead to:

vs. 423.6 ± 1.8 µm (HFAG) 

9. Summary 17

two B0 decay modes can be written as:

tB0!J/yK⇤(892)0 =
1

Gd

 
1

1 � y
2
d

! 
1 + 2 cos (2b)yd + y

2
d

1 + cos (2b)yd

!
, (19)

tB0!J/yK0
S
=

1
Gd

 
1 + y

2
d

1 � y
2
d

!
, (20)

where yd = DGd/2Gd, and b = (21.9 ± 0.7)� [5] is one of the CKM unitarity triangle angles.
Using our measured values for the two B0 lifetimes, we fit for Gd and DGd and use the values
to determine DGd/Gd. The results are:

Gd = 0.662 ± 0.003 (stat) ± 0.003 (syst) ps�1, (21)

DGd = 0.023 ± 0.015 (stat) ± 0.016 (syst) ps�1, (22)
DGd/Gd = 0.034 ± 0.023 (stat) ± 0.024 (syst). (23)

Neglecting CP violation in mixing, the measured B0
s ! J/yp+p� lifetime can be translated into

the width of the heavy B0
s mass eigenstate:

GH = 1/tB0
s
= 0.596 ± 0.012 (stat) ± 0.004 (syst) ps�1. (24)

Solving for ctL from Eq. (4) gives

ctL =
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s
1
4
(cteff)2 � |A?|2

1 � |A?|2
ctH(ctH � cteff). (25)

Using the B0
s ! J/yp+p� result in Eq. (14), the measured B0

s effective lifetime in Eq. (15),367

and the world-average value of the magnitude squared of the CP-odd amplitude |A?|2 =368

0.250 ± 0.006 [2], the lifetime of the light component is found to be ctL = 420.4 ± 6.2 µm. The369

uncertainty includes all statistical and systematic uncertainties, taking into account the corre-370

lated uncertainties. The result is consistent with the world-average value of 423.6 ± 1.8 µm [5].371

Our measured lifetimes for B0, B0
s ! J/yf(1020), and L0

b are compatible with the current372

world-average values [5] of 455.7 ± 1.2 µm, 443.4 ± 3.6 µm, and 440.7 ± 3.0 µm, respectively.373

In addition, our measurement of the B0
s lifetime in the B0

s ! J/yp+p� channel is in agreement374

with the results from CDF, LHCb, and D0: 510 +36
�33 (stat) ± 9 (syst) µm [30], 495.3 ± 7.2 (stat) ±375

7.2 (syst) µm [31], and 508 ± 42 (stat) ± 16 (syst) µm [32], respectively.376

Our final result for the B+
c lifetime using the J/yp+ mode is:

ctB+
c
= 162.3 ± 7.8 (stat) ± 4.2 (syst) ± 0.1(tB+) µm, (26)

where the systematic uncertainty from the B+ lifetime uncertainty [5] is quoted separately in377

the result. This measurement is in agreement with the world-average value (152.0± 2.7 µm) [5].378

Precise measurements of the B+
c lifetime allow tests of various theoretical models, which pre-379

dict values ranging from 90 to 210 µm [33–36]. Furthermore, they provide new constraints380

on possible physics beyond the standard model from the observed anomalies in B ! D(⇤)tn381

decays [37].382
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Ratios are compatible with the current W.A. values (≲1.5σ). 
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Table 1: Summary of the sources and values of systematic uncertainties in the lifetime mea-
surements (in µm). The total systematic uncertainty is the sum in quadrature of the individual
uncertainties.

Source B0! J/yK⇤(892)0 B0! J/yK0
S B0

s! J/yp+p� B0
s! J/yf L0

b! J/yL0

MC statistical uncertainty 1.1 2.4 2.0 0.6 2.3
Mass modelling 0.3 0.4 0.2 0.4 0.9
ct modelling 0.1 0.1 0.4 0.0 0.1
B+ contamination — — 1.4 — —
Mass window of p+p� — — 1.8 — —
K±p⌥ mass assignment 0.3 — — — —
ct range — — — 0.1 —
S-wave contamination — — — 0.4 —
Absolute ct accuracy 1.3 1.3 1.4 1.3 1.3
Total (µm) 1.8 2.8 3.4 1.5 2.8

Table 2: Summary of the systematic uncertainties in the DG and ctB+
c

measurements.
Source DG [ps�1] ctB+

c
[µm]

MC statistical uncertainty 0.01 1.2
Mass modelling 0.04 3.4
PV selection 0.02 2.0
Detector alignment 0.01 0.6
Total uncertainty 0.05 4.2

8 Lifetime measurement results365

Our final results for the B0, B0
s , and L0

b hadron lifetimes are:

ctB0!J/yK⇤(892)0 = 453.0 ± 1.6 (stat) ± 1.8 (syst) µm, (12)

ctB0!J/yK0
S
= 457.8 ± 2.7 (stat) ± 2.8 (syst) µm, (13)

ctB0
s!J/yp+p� = 502.7 ± 10.2 (stat) ± 3.4 (syst) µm, (14)

ctB0
s!J/yf(1020) = 443.9 ± 2.0 (stat) ± 1.5 (syst) µm, (15)

ctL0
b
= 442.9 ± 8.2 (stat) ± 2.8 (syst) µm. (16)

The value of the B0
s lifetime using the J/yf(1020) decay has been corrected for the ct range and

S-wave contamination effects described in Section 7. The lifetime ratios tB0
s
/tB0 and tL0

b
/tB0

have been determined using the decay channels B0! J/yK⇤(892)0, B0
s ! J/yf(1020), and L0

b!
J/yL0. Including the statistical and correlated and uncorrelated systematic uncertainties, the
results are:

tL0
b
/tB0!J/yK⇤(892)0 = 0.978 ± 0.018 (stat) ± 0.006 (syst), (17)

tB0
s!J/yf(1020)/tB0!J/yK⇤(892)0 = 0.980 ± 0.006 (stat) ± 0.003 (syst). (18)

These ratios are compatible with the current world-average values.366

The measured lifetimes for the B0 meson in the two different channels are in agreement. Com-
bining the two results, including the statistical and the correlated and uncorrelated systematic
uncertainties, gives ctB0 = 454.1 ± 1.4 (stat) ± 1.7 (syst) µm. The lifetime measurements can
also be used to estimate Gd and DGd [6]. In the standard model, the effective lifetimes of the

vs. 0.967 ± 0.007 (HFAG) 
vs. 0.993 ± 0.004 (HFAG) 



Λb polarization and 
Λb⇾J/ψΛ decay parameters

• HQET: A large fraction of transverse b-
polarization remains after hadronization. 

• This analysis: Λb ⇾J/ψΛ 5D angular decay 
function [Kramer & Simma, NPB-P.S. 50, 125 (1996)] 
is partially integrated:
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I. INTRODUCTION

The decay Λb → J=ψΛ is a rich source of information
about the effect of strong interactions in hadronic decays.
For this particular decay, perturbative quantum chromody-
namics can be applied and therefore a systematic approach
can be taken to study its characteristics. Several techniques
[1–10] are used to study and calculate the decay amplitudes
and the effect of the b quark polarization on this decay. The
most interesting parameters that can be measured are the
polarization, P, and the parity-violating decay asymmetry
of the Λb, which is called αb in some papers and is equal to
−α1 in the notation used in this analysis. The LHCb and
ATLAS experiments have reported measurements on this
decay [11,12]. The LHCb Collaboration measured the Λb
polarization and the decay amplitudes, while ATLAS
assumed a Λb polarization of zero and measured the
amplitudes. In this paper, a measurement of the Λb
transverse polarization is presented using the decay
Λb → J=ψΛ, with J=ψ → μþ μ− and Λ → pπ−. Charge-
conjugate modes are implied throughout this paper unless
otherwise stated. The Λb baryons used in this measurement
come from both direct production in pp collisions and
decays of heavier b baryons [1,13–16]. The data were
collected with the CMS detector in pp collisions at center-
of-mass energies of 7 and 8 TeV, corresponding to
integrated luminosities of 5.2 and 19.8 fb−1, respectively.

II. ANGULAR DISTRIBUTION

The Λb → J=ψΛ decay into the μþ μ− pπ− final state is
illustrated in Fig. 1. In pp collisions, we define the
polarization of the Λb as the mean value of the Λb spin
along the unit vector:

n̂ ¼
p⃗beam × p⃗Λb

jp⃗beam × p⃗Λb
j
; ð1Þ

normal to its production plane, where p⃗beam is in the
direction of the counterclockwise proton beam direction
[17], and p⃗Λb

is the Λb momentum. The decay is described
by four complex helicity amplitudes Tλ1λ2 , with λ1 ¼ % 1=2
and λ2 ¼ % 1; 0 referring to the helicities of the Λ and
J=ψ particles, respectively. The angular distribution is a
function of five decay angles ðθΛ; θp; θμ;φp;φμÞ and has
the form [8]

FIG. 1. Definition of the angles used to describe the
Λb → J=ψΛ decay into the μþ μ− pπ− final state as explained
in the text.
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d5Γ
d cos θΛdΩpdΩμ

ðθΛ; θp; θμ;φp;φμÞ

¼ 1

ð4πÞ3
X20

i¼1

uiðTλ1λ2ÞviðP; αΛÞwiðθΛ; θp; θμ;φp;φμÞ;

ð2Þ

where wi are trigonometric functions, ui are bilinear
combinations of the helicity amplitudes Tλ1λ2 , and vi stands
for 1, P, αΛ, or PαΛ; P is the Λb polarization and αΛ is the
asymmetry parameter in the decay Λ → pπ−. The angle θΛ
is the polar angle of theΛmomentum relative to n̂in theΛb
rest frame; θp and φp are the polar and azimuthal angles of
the proton, respectively, defined with respect to the axes
ẑ1 ¼ p⃗Λ=jp⃗Λj and ŷ1 ¼ ðn̂× p⃗ΛÞ=jn̂× p⃗Λj in the rest
frame of the Λ; and the angles θμ and φμ are the polar
and azimuthal angles, respectively, of the positively
charged muon, defined with respect to the axes ẑ2 ¼
p⃗J=ψ=jp⃗J=ψ j and ŷ2 ¼ ðn̂× p⃗J=ψ Þ=jn̂× p⃗J=ψ j in the J=ψ
rest frame. Here, p⃗Λ and p⃗J=ψ are the momenta of the Λ and
J=ψ , respectively, and dΩp ¼ dðcos θpÞdφp and dΩμ ¼
dðcos θμÞdφμ are differential solid angles. Assuming uni-
form detector acceptance over the azimuthal angles φp and
φμ, the angular distribution can be simplified through an
integration over these two angles:

d3Γ
d cos θΛd cos θpd cos θμ

ðθΛ; θp; θμÞ

¼
Z

π

−π

Z
π

−π

d5Γ
d cos θΛdΩpdΩμ

ðθΛ; θp; θμ;φp;φμÞdφpdφμ

∼
X8

i¼1

uiðjTλ1λ2 j
2ÞviðP; αΛÞwiðθΛ; θp; θμÞ: ð3Þ

The eight functional forms of ui, vi, and wi are listed in
Table I. The ui factors are written in terms of the three
angular decay parameters α1, α2, and γ0 proposed in
Ref. [8], and the constant 1, which themselves can be
written in terms of the Tλ1λ2 amplitudes as

1 ¼ jTþþj2 þ jTþ0j2 þ jT−0j2 þ jT−−j2;
α1 ¼ jTþþj2 − jTþ0j2 þ jT−0j2 − jT−−j2;
α2 ¼ jTþþj2 þ jTþ0j2 − jT−0j2 − jT−−j2;
γ0 ¼ jTþþj2 − 2jTþ0j2 − 2jT−0j2 þ jT−−j2; ð4Þ

where α1 is the asymmetry parameter for the decay
Λb → J=ψΛ, α2 represents the longitudinal polarization
of the Λ, and γ0 is a parameter that depends on the
longitudinal and transverse polarizations of the J=ψ [9].
TheCP invariance of Eq. (3) implies that the parameters for
Λb and Λ̄b are related as follows:

P̄¼−P; ᾱ1 ¼−α1; ᾱ2¼−α2; γ̄0¼ γ0: ð5Þ

In addition, CP conservation in Λ → pπ− decays implies
that ᾱΛ ¼ −αΛ [18]. In this analysis, the four parameters
ðP; α1; α2; γ0Þ are extracted from an analysis of the angular
distribution given in Eq. (3), where αΛ is fixed to its world-
average value of 0.642 % 0.013 [18].

III. THE CMS DETECTOR

The CMS detector is used to study a wide range of
phenomena produced in high-energy collisions, with its
central feature being a superconducting solenoid of 6m
internal diameter, providing a magnetic field of 3.8 T.
A silicon pixel and strip tracker, a lead tungstate scintillat-
ing crystal electromagnetic calorimeter, and a brass and
scintillator sampling hadron calorimeter, including a central
barrel and endcap detectors, are located within the magnetic
volume.
The silicon tracker detects charged particles within the

pseudorapidity range jηj < 2.5. It consists of 1440 silicon
pixel and 15 148 silicon strip detector modules. For non-
isolated particles with transverse momentum of 1 < pT <
10 GeV and jηj < 1.4, the track resolutions are typically
1.5% in pT and 25–90 ð45–150Þ μm in the transverse
(longitudinal) impact parameter [19]. Muons are detected
in gas-ionization chambers within the pseudorapidity range
jηj < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive
plate chambers [20]. The global event reconstruction (also
called particle-flow event reconstruction [21]) consists of
reconstructing and identifying each individual particle with
an optimized combination of all subdetector information. In
this process, muons are identified as a track in the silicon
tracker consistent with either a track or several hits in the
muon system, associated with an energy deficit in the
calorimeters.
Events of interest are selected using a two-tiered trigger

system [22]. The first level (L1), composed of custom
hardware processors, uses information from the calorim-
eters and muon detectors to select events at a rate of around

TABLE I. Functions used in Eq. (3) to describe the angular
distribution in the decay Λb → J=ψΛ, with J=ψ → μþμ− and
Λ → pπ−.

i ui vi wi

1 1 1 1
2 α2 αΛ cos θp
3 −α1 P cos θΛ
4 −ð1þ 2γ0Þ=3 αΛP cos θΛ cos θp
5 γ0=2 1 ð3 cos2 θμ − 1Þ=2
6 ð3α1 − α2Þ=4 αΛ cos θpð3 cos2 θμ − 1Þ=2
7 ðα1 − 3α2Þ=4 P cos θΛð3 cos2 θμ − 1Þ=2
8 ðγ0 − 4Þ=6 αΛP cos θΛ cos θpð3 cos2 θμ − 1Þ=2
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ing crystal electromagnetic calorimeter, and a brass and
scintillator sampling hadron calorimeter, including a central
barrel and endcap detectors, are located within the magnetic
volume.
The silicon tracker detects charged particles within the

pseudorapidity range jηj < 2.5. It consists of 1440 silicon
pixel and 15 148 silicon strip detector modules. For non-
isolated particles with transverse momentum of 1 < pT <
10 GeV and jηj < 1.4, the track resolutions are typically
1.5% in pT and 25–90 ð45–150Þ μm in the transverse
(longitudinal) impact parameter [19]. Muons are detected
in gas-ionization chambers within the pseudorapidity range
jηj < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive
plate chambers [20]. The global event reconstruction (also
called particle-flow event reconstruction [21]) consists of
reconstructing and identifying each individual particle with
an optimized combination of all subdetector information. In
this process, muons are identified as a track in the silicon
tracker consistent with either a track or several hits in the
muon system, associated with an energy deficit in the
calorimeters.
Events of interest are selected using a two-tiered trigger

system [22]. The first level (L1), composed of custom
hardware processors, uses information from the calorim-
eters and muon detectors to select events at a rate of around
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reconstructing and identifying each individual particle with
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Λb and Λ̄b are related as follows:
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In addition, CP conservation in Λ → pπ− decays implies
that ᾱΛ ¼ −αΛ [18]. In this analysis, the four parameters
ðP; α1; α2; γ0Þ are extracted from an analysis of the angular
distribution given in Eq. (3), where αΛ is fixed to its world-
average value of 0.642 % 0.013 [18].
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10 GeV and jηj < 1.4, the track resolutions are typically
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(longitudinal) impact parameter [19]. Muons are detected
in gas-ionization chambers within the pseudorapidity range
jηj < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive
plate chambers [20]. The global event reconstruction (also
called particle-flow event reconstruction [21]) consists of
reconstructing and identifying each individual particle with
an optimized combination of all subdetector information. In
this process, muons are identified as a track in the silicon
tracker consistent with either a track or several hits in the
muon system, associated with an energy deficit in the
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the proton, respectively, defined with respect to the axes
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frame of the Λ; and the angles θμ and φμ are the polar
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The eight functional forms of ui, vi, and wi are listed in
Table I. The ui factors are written in terms of the three
angular decay parameters α1, α2, and γ0 proposed in
Ref. [8], and the constant 1, which themselves can be
written in terms of the Tλ1λ2 amplitudes as
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where α1 is the asymmetry parameter for the decay
Λb → J=ψΛ, α2 represents the longitudinal polarization
of the Λ, and γ0 is a parameter that depends on the
longitudinal and transverse polarizations of the J=ψ [9].
TheCP invariance of Eq. (3) implies that the parameters for
Λb and Λ̄b are related as follows:

P̄¼−P; ᾱ1 ¼−α1; ᾱ2¼−α2; γ̄0¼ γ0: ð5Þ

In addition, CP conservation in Λ → pπ− decays implies
that ᾱΛ ¼ −αΛ [18]. In this analysis, the four parameters
ðP; α1; α2; γ0Þ are extracted from an analysis of the angular
distribution given in Eq. (3), where αΛ is fixed to its world-
average value of 0.642 % 0.013 [18].
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internal diameter, providing a magnetic field of 3.8 T.
A silicon pixel and strip tracker, a lead tungstate scintillat-
ing crystal electromagnetic calorimeter, and a brass and
scintillator sampling hadron calorimeter, including a central
barrel and endcap detectors, are located within the magnetic
volume.
The silicon tracker detects charged particles within the

pseudorapidity range jηj < 2.5. It consists of 1440 silicon
pixel and 15 148 silicon strip detector modules. For non-
isolated particles with transverse momentum of 1 < pT <
10 GeV and jηj < 1.4, the track resolutions are typically
1.5% in pT and 25–90 ð45–150Þ μm in the transverse
(longitudinal) impact parameter [19]. Muons are detected
in gas-ionization chambers within the pseudorapidity range
jηj < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive
plate chambers [20]. The global event reconstruction (also
called particle-flow event reconstruction [21]) consists of
reconstructing and identifying each individual particle with
an optimized combination of all subdetector information. In
this process, muons are identified as a track in the silicon
tracker consistent with either a track or several hits in the
muon system, associated with an energy deficit in the
calorimeters.
Events of interest are selected using a two-tiered trigger

system [22]. The first level (L1), composed of custom
hardware processors, uses information from the calorim-
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asymmetry parameter in the decay Λ → pπ−. The angle θΛ
is the polar angle of theΛmomentum relative to n̂in theΛb
rest frame; θp and φp are the polar and azimuthal angles of
the proton, respectively, defined with respect to the axes
ẑ1 ¼ p⃗Λ=jp⃗Λj and ŷ1 ¼ ðn̂× p⃗ΛÞ=jn̂× p⃗Λj in the rest
frame of the Λ; and the angles θμ and φμ are the polar
and azimuthal angles, respectively, of the positively
charged muon, defined with respect to the axes ẑ2 ¼
p⃗J=ψ=jp⃗J=ψ j and ŷ2 ¼ ðn̂× p⃗J=ψ Þ=jn̂× p⃗J=ψ j in the J=ψ
rest frame. Here, p⃗Λ and p⃗J=ψ are the momenta of the Λ and
J=ψ , respectively, and dΩp ¼ dðcos θpÞdφp and dΩμ ¼
dðcos θμÞdφμ are differential solid angles. Assuming uni-
form detector acceptance over the azimuthal angles φp and
φμ, the angular distribution can be simplified through an
integration over these two angles:

d3Γ
d cos θΛd cos θpd cos θμ

ðθΛ; θp; θμÞ

¼
Z

π

−π

Z
π

−π

d5Γ
d cos θΛdΩpdΩμ

ðθΛ; θp; θμ;φp;φμÞdφpdφμ

∼
X8

i¼1

uiðjTλ1λ2 j
2ÞviðP; αΛÞwiðθΛ; θp; θμÞ: ð3Þ

The eight functional forms of ui, vi, and wi are listed in
Table I. The ui factors are written in terms of the three
angular decay parameters α1, α2, and γ0 proposed in
Ref. [8], and the constant 1, which themselves can be
written in terms of the Tλ1λ2 amplitudes as

1 ¼ jTþþj2 þ jTþ0j2 þ jT−0j2 þ jT−−j2;
α1 ¼ jTþþj2 − jTþ0j2 þ jT−0j2 − jT−−j2;
α2 ¼ jTþþj2 þ jTþ0j2 − jT−0j2 − jT−−j2;
γ0 ¼ jTþþj2 − 2jTþ0j2 − 2jT−0j2 þ jT−−j2; ð4Þ

where α1 is the asymmetry parameter for the decay
Λb → J=ψΛ, α2 represents the longitudinal polarization
of the Λ, and γ0 is a parameter that depends on the
longitudinal and transverse polarizations of the J=ψ [9].
TheCP invariance of Eq. (3) implies that the parameters for
Λb and Λ̄b are related as follows:

P̄¼−P; ᾱ1 ¼−α1; ᾱ2¼−α2; γ̄0¼ γ0: ð5Þ

In addition, CP conservation in Λ → pπ− decays implies
that ᾱΛ ¼ −αΛ [18]. In this analysis, the four parameters
ðP; α1; α2; γ0Þ are extracted from an analysis of the angular
distribution given in Eq. (3), where αΛ is fixed to its world-
average value of 0.642 % 0.013 [18].

III. THE CMS DETECTOR

The CMS detector is used to study a wide range of
phenomena produced in high-energy collisions, with its
central feature being a superconducting solenoid of 6m
internal diameter, providing a magnetic field of 3.8 T.
A silicon pixel and strip tracker, a lead tungstate scintillat-
ing crystal electromagnetic calorimeter, and a brass and
scintillator sampling hadron calorimeter, including a central
barrel and endcap detectors, are located within the magnetic
volume.
The silicon tracker detects charged particles within the

pseudorapidity range jηj < 2.5. It consists of 1440 silicon
pixel and 15 148 silicon strip detector modules. For non-
isolated particles with transverse momentum of 1 < pT <
10 GeV and jηj < 1.4, the track resolutions are typically
1.5% in pT and 25–90 ð45–150Þ μm in the transverse
(longitudinal) impact parameter [19]. Muons are detected
in gas-ionization chambers within the pseudorapidity range
jηj < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive
plate chambers [20]. The global event reconstruction (also
called particle-flow event reconstruction [21]) consists of
reconstructing and identifying each individual particle with
an optimized combination of all subdetector information. In
this process, muons are identified as a track in the silicon
tracker consistent with either a track or several hits in the
muon system, associated with an energy deficit in the
calorimeters.
Events of interest are selected using a two-tiered trigger

system [22]. The first level (L1), composed of custom
hardware processors, uses information from the calorim-
eters and muon detectors to select events at a rate of around

TABLE I. Functions used in Eq. (3) to describe the angular
distribution in the decay Λb → J=ψΛ, with J=ψ → μþμ− and
Λ → pπ−.

i ui vi wi

1 1 1 1
2 α2 αΛ cos θp
3 −α1 P cos θΛ
4 −ð1þ 2γ0Þ=3 αΛP cos θΛ cos θp
5 γ0=2 1 ð3 cos2 θμ − 1Þ=2
6 ð3α1 − α2Þ=4 αΛ cos θpð3 cos2 θμ − 1Þ=2
7 ðα1 − 3α2Þ=4 P cos θΛð3 cos2 θμ − 1Þ=2
8 ðγ0 − 4Þ=6 αΛP cos θΛ cos θpð3 cos2 θμ − 1Þ=2
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[5.70, 5.78] GeV. From the fits the Λb yields are 981! 39
and 2072! 55 signal events, and the Λ̄b yields are
916! 40 and 1974! 53 signal events at

ffiffiffi
s

p
¼ 7 and

8 TeV, respectively.

VI. MEASUREMENT OF THE POLARIZATION
AND ANGULAR PARAMETERS

The analysis extracts the Λb polarization, P, and the
angular decay parameters α1, α2, and γ0. The results are
obtained from an unbinned maximum likelihood fit to the
J=ψΛ invariant mass distribution and the three angular
variables Θ3 ¼ ðcos θΛ; cos θp; cos θμÞ, using the extended
likelihood function:

L ¼ exp ð−Nsig − NbkgÞ
YN

½NsigPDFsig þ NbkgPDFbkg';

ð6Þ

where N is the total number of events, Nsig and Nbkg are the
yields of signal and background events, respectively,
determined from the fit in Sec. V, and PDFsig and
PDFbkg represent the probability density functions
(PDFs) for the signal and background, respectively. The
PDFsig has the form

PDFsig ¼ FsigðΘ3ÞϵðΘ3ÞGðmJ=ψΛÞ; ð7Þ

where Fsig represents the theoretical angular distribution
given by Eq. (3) and G is the sum of two Gaussian
functions used to model the J=ψΛ invariant mass distri-
bution, as mentioned in Sec. V. The effect of the detector on
the angular distribution is taken into account by the factor ϵ
that represents the efficiency as a function of the angles.
To estimate the angular efficiency, simulated events of

Λb→ J=ψΛ decays are generated with uniform distribu-
tions in cos θΛ, cos θp, and cos θμ. After full detector
simulation, reconstruction, and implementation of the final

selection requirements, the slight differences between the
simulated events and the background-subtracted data are
minimized through a weighting procedure where weights
are assigned to the simulated events to match the data. The
weights are computed with an iterative process in which,
for each iteration, the histograms of a selection variable in
background-subtracted data and simulated events are used
to calculate the ratio bin by bin (weight) with its propagated
statistical uncertainty. The final weight per event is the
product of the weights in each iteration. The efficiency
distributions as a function of the variables are fit with a
product of Chebyshev polynomials, where the coefficients
are obtained for Λb and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV in separate

likelihood fits. The simulated efficiency distributions and
the results of these fits are shown in Fig. 2 for the Λb
candidates at

ffiffiffi
s

p
¼ 8 TeV.

The background PDFbkg is given by the product of a
first-order polynomial PðmJ=ψΛÞ for the invariant mass and
an angular distribution function FbkgðΘ3Þ:

PDFbkg ¼ PðmJ=ψΛÞFbkgðΘ3Þ: ð8Þ

The background angular distributions FbkgðΘ3Þ are esti-
mated using events from the mJ=ψΛ invariant mass side-
bands. They are modeled using Chebyshev polynomials for
cos θΛ and cos θp, and a product of two complementary
error functions for cos θμ, as shown in Fig. 3 for Λb

candidates at
ffiffiffi
s

p
¼ 8 TeV.

The complete likelihood function in Eq. (6) is maxi-
mized by fitting simultaneously the four data sets for Λb
and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV, allowing for the extraction of

the common parameters P, α1, α2, and γ0. The simulta-
neous fit is performed in the enriched signal mass range
within 3.5 SDs of the mean Λb mass. This range contains
more than 99.9% of the signal events, and significantly
reduces the number of background events. As a result, the
fit is less sensitive to the modeling discussed above. The fit
parameters for the background and efficiency distributions
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FIG. 2. The efficiencies as a function of (a) cos θΛ, (b) cos θp, and (c) cos θμ obtained from simulated Λb → J=ψΛ decays atffiffiffi
s

p
¼ 8 TeV. The vertical bars on the points are the statistical uncertainties in the simulated data, and the lines show the projections of a

3D fit to the distributions using Chebyshev polynomials. The scales of the vertical axes are arbitrary.
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are fixed to those found in the previous fits. The signal and
background mass parameters are obtained from previous
fits to the mass distribution within 10 SDs, and the numbers
of signal and backgrounds events are fixed to the propa-
gated values in the signal mass region. The resulting fit
values of the polarization and the three angular decay
parameters are

P ¼ 0.00" 0.06; α1 ¼ 0.14" 0.14;

α2 ¼ −1.11" 0.04; γ0 ¼ −0.27" 0.08;

where the uncertainties are statistical only. The correlation
matrix of the fitted parameters is shown in Table II. No
strong correlations are found among these parameters.
Translating these values to the squares of the helicity
amplitudes, the results are

jTþþj2 ¼ 0.05" 0.04; jTþ0j2 ¼ −0.10" 0.04;

jT−0j2 ¼ 0.51" 0.03; jT−−j2 ¼ 0.52" 0.04;

where the uncertainties are statistical only. The projections
of the fit are shown in Figs. 4 and 5 for Λb and Λ̄b,
respectively, using the combined data at

ffiffiffi
s

p
¼ 7 and 8 TeV.

VII. SYSTEMATIC UNCERTAINTIES

Various sources of systematic uncertainty that affect the
measurement of the parameters P, α1, α2, and γ0 are
discussed below.

Fit bias.—The bias introduced through the fitting pro-
cedure is studied by generating 1000 pseudoexperiments
using the measured parameters as inputs. The difference
between the input and the mean of the fitted values is taken
as the systematic uncertainty.
Asymmetry parameter αΛ.—This parameter is varied up

and down by its uncertainty and the maximum deviation in
the final result for each parameter is taken as the systematic
uncertainty.
Model for the background mJ=ψΛ distribution.—An

exponential function is used instead of the first-order
polynomial in the likelihood fit. The parameter of the
exponential and the background yield are varied by their
uncertainties. The fit is redone taking into account this
variation on the background model for the mass, and the
differences between these results and the nominal fit results
are taken as the systematic uncertainty for this source.
Model for the background angular distributions.—

Alternative parametrizations of the background angular
distributions are used to estimate the systematic uncer-
tainty. For cos θΛ and cos θμ the alternative models com-
prise a superposition of Gaussian kernels, as implemented
in Roofit RooKeysPdf [27], while for cos θp the alternative
model is an error function. The differences relative to the
nominal results are taken as the systematic uncertainties
from the modeling of the background angular distributions.
Model for the signal mJ=ψΛ distribution.—We estimate

this uncertainty by changing the parameters by their
uncertainties, taking into account their correlations. In each
sample of Λb and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV, we use the

parameter of the signal mass model with the largest global
correlation and add 1 SD to its nominal value if the
correlation is positive and subtract 1 SD if the correlation
is negative. The difference relative to the nominal result is
quoted as a systematic uncertainty.
Angular efficiencies.—The values of the Chebyshev

polynomial coefficients that model the angular dependence
of the efficiencies are changed by their uncertainties. The
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FIG. 3. The background angular distributions of (a) cos θΛ, (b) cos θp, and (c) cos θμ are shown, as obtained from the sidebands in the
J=ψΛ invariant mass distribution at

ffiffiffi
s

p
¼ 8 TeV. The vertical bars on the points represent the statistical uncertainties, and the solid lines

are the results of the fits to data as described in the text.

TABLE II. Correlation matrix for the fitted parameters.

Parameter P α1 α2 γ0

P 1 −0.039 −0.029 0.116
α1 1 −0.207 −0.030
α2 1 0.285
γ0 1
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• Bkg. angular distributions obtained from J/ψΛ invariant mass sidebands: 

[5.70, 5.78] GeV. From the fits the Λb yields are 981! 39
and 2072! 55 signal events, and the Λ̄b yields are
916! 40 and 1974! 53 signal events at

ffiffiffi
s

p
¼ 7 and

8 TeV, respectively.

VI. MEASUREMENT OF THE POLARIZATION
AND ANGULAR PARAMETERS

The analysis extracts the Λb polarization, P, and the
angular decay parameters α1, α2, and γ0. The results are
obtained from an unbinned maximum likelihood fit to the
J=ψΛ invariant mass distribution and the three angular
variables Θ3 ¼ ðcos θΛ; cos θp; cos θμÞ, using the extended
likelihood function:

L ¼ exp ð−Nsig − NbkgÞ
YN

½NsigPDFsig þ NbkgPDFbkg';

ð6Þ

where N is the total number of events, Nsig and Nbkg are the
yields of signal and background events, respectively,
determined from the fit in Sec. V, and PDFsig and
PDFbkg represent the probability density functions
(PDFs) for the signal and background, respectively. The
PDFsig has the form

PDFsig ¼ FsigðΘ3ÞϵðΘ3ÞGðmJ=ψΛÞ; ð7Þ

where Fsig represents the theoretical angular distribution
given by Eq. (3) and G is the sum of two Gaussian
functions used to model the J=ψΛ invariant mass distri-
bution, as mentioned in Sec. V. The effect of the detector on
the angular distribution is taken into account by the factor ϵ
that represents the efficiency as a function of the angles.
To estimate the angular efficiency, simulated events of

Λb→ J=ψΛ decays are generated with uniform distribu-
tions in cos θΛ, cos θp, and cos θμ. After full detector
simulation, reconstruction, and implementation of the final

selection requirements, the slight differences between the
simulated events and the background-subtracted data are
minimized through a weighting procedure where weights
are assigned to the simulated events to match the data. The
weights are computed with an iterative process in which,
for each iteration, the histograms of a selection variable in
background-subtracted data and simulated events are used
to calculate the ratio bin by bin (weight) with its propagated
statistical uncertainty. The final weight per event is the
product of the weights in each iteration. The efficiency
distributions as a function of the variables are fit with a
product of Chebyshev polynomials, where the coefficients
are obtained for Λb and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV in separate

likelihood fits. The simulated efficiency distributions and
the results of these fits are shown in Fig. 2 for the Λb
candidates at

ffiffiffi
s

p
¼ 8 TeV.

The background PDFbkg is given by the product of a
first-order polynomial PðmJ=ψΛÞ for the invariant mass and
an angular distribution function FbkgðΘ3Þ:

PDFbkg ¼ PðmJ=ψΛÞFbkgðΘ3Þ: ð8Þ

The background angular distributions FbkgðΘ3Þ are esti-
mated using events from the mJ=ψΛ invariant mass side-
bands. They are modeled using Chebyshev polynomials for
cos θΛ and cos θp, and a product of two complementary
error functions for cos θμ, as shown in Fig. 3 for Λb

candidates at
ffiffiffi
s

p
¼ 8 TeV.

The complete likelihood function in Eq. (6) is maxi-
mized by fitting simultaneously the four data sets for Λb
and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV, allowing for the extraction of

the common parameters P, α1, α2, and γ0. The simulta-
neous fit is performed in the enriched signal mass range
within 3.5 SDs of the mean Λb mass. This range contains
more than 99.9% of the signal events, and significantly
reduces the number of background events. As a result, the
fit is less sensitive to the modeling discussed above. The fit
parameters for the background and efficiency distributions
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FIG. 2. The efficiencies as a function of (a) cos θΛ, (b) cos θp, and (c) cos θμ obtained from simulated Λb → J=ψΛ decays atffiffiffi
s

p
¼ 8 TeV. The vertical bars on the points are the statistical uncertainties in the simulated data, and the lines show the projections of a

3D fit to the distributions using Chebyshev polynomials. The scales of the vertical axes are arbitrary.
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[5.70, 5.78] GeV. From the fits the Λb yields are 981! 39
and 2072! 55 signal events, and the Λ̄b yields are
916! 40 and 1974! 53 signal events at

ffiffiffi
s

p
¼ 7 and

8 TeV, respectively.

VI. MEASUREMENT OF THE POLARIZATION
AND ANGULAR PARAMETERS

The analysis extracts the Λb polarization, P, and the
angular decay parameters α1, α2, and γ0. The results are
obtained from an unbinned maximum likelihood fit to the
J=ψΛ invariant mass distribution and the three angular
variables Θ3 ¼ ðcos θΛ; cos θp; cos θμÞ, using the extended
likelihood function:

L ¼ exp ð−Nsig − NbkgÞ
YN

½NsigPDFsig þ NbkgPDFbkg';

ð6Þ

where N is the total number of events, Nsig and Nbkg are the
yields of signal and background events, respectively,
determined from the fit in Sec. V, and PDFsig and
PDFbkg represent the probability density functions
(PDFs) for the signal and background, respectively. The
PDFsig has the form

PDFsig ¼ FsigðΘ3ÞϵðΘ3ÞGðmJ=ψΛÞ; ð7Þ

where Fsig represents the theoretical angular distribution
given by Eq. (3) and G is the sum of two Gaussian
functions used to model the J=ψΛ invariant mass distri-
bution, as mentioned in Sec. V. The effect of the detector on
the angular distribution is taken into account by the factor ϵ
that represents the efficiency as a function of the angles.
To estimate the angular efficiency, simulated events of

Λb→ J=ψΛ decays are generated with uniform distribu-
tions in cos θΛ, cos θp, and cos θμ. After full detector
simulation, reconstruction, and implementation of the final

selection requirements, the slight differences between the
simulated events and the background-subtracted data are
minimized through a weighting procedure where weights
are assigned to the simulated events to match the data. The
weights are computed with an iterative process in which,
for each iteration, the histograms of a selection variable in
background-subtracted data and simulated events are used
to calculate the ratio bin by bin (weight) with its propagated
statistical uncertainty. The final weight per event is the
product of the weights in each iteration. The efficiency
distributions as a function of the variables are fit with a
product of Chebyshev polynomials, where the coefficients
are obtained for Λb and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV in separate

likelihood fits. The simulated efficiency distributions and
the results of these fits are shown in Fig. 2 for the Λb
candidates at

ffiffiffi
s

p
¼ 8 TeV.

The background PDFbkg is given by the product of a
first-order polynomial PðmJ=ψΛÞ for the invariant mass and
an angular distribution function FbkgðΘ3Þ:

PDFbkg ¼ PðmJ=ψΛÞFbkgðΘ3Þ: ð8Þ

The background angular distributions FbkgðΘ3Þ are esti-
mated using events from the mJ=ψΛ invariant mass side-
bands. They are modeled using Chebyshev polynomials for
cos θΛ and cos θp, and a product of two complementary
error functions for cos θμ, as shown in Fig. 3 for Λb

candidates at
ffiffiffi
s

p
¼ 8 TeV.

The complete likelihood function in Eq. (6) is maxi-
mized by fitting simultaneously the four data sets for Λb
and Λ̄b at

ffiffiffi
s

p
¼ 7 and 8 TeV, allowing for the extraction of

the common parameters P, α1, α2, and γ0. The simulta-
neous fit is performed in the enriched signal mass range
within 3.5 SDs of the mean Λb mass. This range contains
more than 99.9% of the signal events, and significantly
reduces the number of background events. As a result, the
fit is less sensitive to the modeling discussed above. The fit
parameters for the background and efficiency distributions
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FIG. 2. The efficiencies as a function of (a) cos θΛ, (b) cos θp, and (c) cos θμ obtained from simulated Λb → J=ψΛ decays atffiffiffi
s

p
¼ 8 TeV. The vertical bars on the points are the statistical uncertainties in the simulated data, and the lines show the projections of a

3D fit to the distributions using Chebyshev polynomials. The scales of the vertical axes are arbitrary.

A. M. SIRUNYAN et al. PHYS. REV. D 97, 072010 (2018)

072010-4

B & quarkonia @ CMS -- Ivan Heredia XXXII-AM-DPyC



• Simultaneous (Λb & Λ̅b, 7 & 8 TeV) 3D-UML fit:
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Results

The contributions from the different uncertainty sources
are assumed to be independent and the total systematic
uncertainty is calculated as the quadrature sum of all
uncertainties. The values of the systematic uncertainties
in each parameter from the individual sources and their
quadrature sum are given in Table III.

VIII. SUMMARY AND CONCLUSIONS

Based on an angular analysis of about 6000 Λb →
J=ψð→μþμ−ÞΛð→pπ−Þ events collected by the CMS
experiment at

ffiffiffi
s

p
¼ 7 and 8 TeV, a measurement of the

Λb polarization P, the parity-violating asymmetry param-
eter in the Λb decay α1, the Λ longitudinal polarization α2,
and the parameter γ0 has been performed. The obtained
values are

P ¼ 0.00 % 0.06ðstatÞ % 0.06ðsystÞ;
α1 ¼ 0.14 % 0.14ðstatÞ % 0.10ðsystÞ;
α2 ¼ −1.11 % 0.04ðstatÞ % 0.05ðsystÞ;
γ0 ¼ −0.27 % 0.08ðstatÞ % 0.11ðsystÞ;

corresponding to the squares of the helicity amplitudes

jTþþj2 ¼ 0.05 % 0.04ðstatÞ % 0.04ðsystÞ;
jTþ0j2 ¼ −0.10 % 0.04ðstatÞ % 0.04ðsystÞ;
jT−0j2 ¼ 0.51 % 0.03ðstatÞ % 0.04ðsystÞ;
jT−−j2 ¼ 0.52 % 0.04ðstatÞ % 0.04ðsystÞ:

The measured Λb polarization value given above is con-
sistent with the LHCb measurement [11] and theoretical
predictions of 0.10 [5] and 0.20 [6]. Note that in our
notation, α1 is the negative value of αb referred to in the
theory [9,10,28–31], LHCb [11], and ATLAS [12] papers.
To compare with the theoretical predictions and the
other measurements, we use the negative of our measured
value of α1. The many theoretical predictions for −α1
include −0.2 to −0.1 from quark model techniques
[9,28–31], −0.17 to −0.14 from perturbative quantum
chromodynamics calculations [10], and 0.78 from
heavy-quark effective theory [4,6]. The measured value
is inconsistent at more than 5 standard deviations with the
heavy-quark effective theory prediction, but is consistent at
less than one standard deviation with the other predictions.
The presented measurement of α1 is also consistent with
the measurements 0.05 % 0.17ðstatÞ % 0.07ðsystÞ and
0.30% 0.16ðstatÞ% 0.06ðsystÞ by LHCb [11] and ATLAS
[12], respectively, and with no parity violation at the level
of one standard deviation. The measurement of α2, com-
patible with −1, indicates that the positive-helicity states of
the Λ coming from the Λb decay are suppressed.
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• P(LHCb) =  0.06 ± 0.07 ± 0.02 
• P(HQET) = 0.1 - 0.2 

• α1(LHCb) = -αb(LHCb) = -0.05 ± 0.17 ± 0.07 
• Many theoretical predictions for α1: 

• 0.1 - 0.2 (PQCD, factorization, 
several quark models). 

• -0.78 (HQET). 
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difference relative to the nominal fitted result is taken as the
systematic uncertainty.
Angular resolution.—We study the systematic uncer-

tainty in the angular resolution of the measured observables
cos θΛ, cos θp, and cos θμ by first determining the resolution
using simulated events, then taking the difference between
the generated (before detector simulation) and reconstructed
(fully simulated) distributions of the cosines of the three
polar angles, and fitting the resulting distributions to
Gaussian functions. Using these models, we generate
random numbers that are added to the three polar angles
of the events at generation. The difference between the
obtained parameters from the likelihood fits using the same
events, with and without the added random terms, is quoted
as the systematic uncertainty from the angular resolution.
Azimuthal angle efficiency.—Uniform azimuthal effi-

ciencies are assumed throughout the analysis. Besides
simplifying the measurement from a five- to a three-
dimensional angular analysis, this assumption also reduces
the number of angular parameters from 6 to 3. The effect of
the nonuniformity in the φp and φμ efficiencies is inves-
tigated with 500 pseudoexperiments generated using the

five-dimensional angular distribution, multiplied by the
polar and azimuthal efficiencies obtained from the full
simulation, as well as initializing the 3 extra parameters to
values away from the physical boundary. The resulting
distributions are then fitted to the nominal three-dimen-
sional angular model. Differences in the mean values of P,
α1, α2, and γ0 relative to the input values (set to the nominal
results) are taken as the systematic uncertainties from the
impact of the nonuniformity of the azimuthal efficiencies.
Weighting procedure.— To estimate the uncertainty from

the weighting procedure, we vary each weight by its
uncertainty and use this as a new weight to correct the
efficiencies, then redo the fit with these new values. The
differences between the results of this fit and the nominal
values are taken as the systematic uncertainty in each
parameter.
Reconstruction bias.—Possible unaccounted reconstruc-

tion biases are also considered. To estimate this systematic
uncertainty, we use a simulated event sample with input
values of the helicity amplitudes and polarization similar to
those observed in data. Then, after reconstruction and
selection as in data, we fit the simulated events and take
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FIG. 4. Distributions in (a)mJ=ψΛ, (b) cos θp, (c) cos θΛ, and (d) cos θμ for Λb candidates in the combined
ffiffiffi
s

p
¼ 7 and 8 TeV data. The

vertical bars on the points are the statistical uncertainties in the data, the solid line shows the result of the fit, and the dashed and dotted
lines represent, respectively, the signal and background contributions from the fit.
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difference relative to the nominal fitted result is taken as the
systematic uncertainty.
Angular resolution.—We study the systematic uncer-

tainty in the angular resolution of the measured observables
cos θΛ, cos θp, and cos θμ by first determining the resolution
using simulated events, then taking the difference between
the generated (before detector simulation) and reconstructed
(fully simulated) distributions of the cosines of the three
polar angles, and fitting the resulting distributions to
Gaussian functions. Using these models, we generate
random numbers that are added to the three polar angles
of the events at generation. The difference between the
obtained parameters from the likelihood fits using the same
events, with and without the added random terms, is quoted
as the systematic uncertainty from the angular resolution.
Azimuthal angle efficiency.—Uniform azimuthal effi-

ciencies are assumed throughout the analysis. Besides
simplifying the measurement from a five- to a three-
dimensional angular analysis, this assumption also reduces
the number of angular parameters from 6 to 3. The effect of
the nonuniformity in the φp and φμ efficiencies is inves-
tigated with 500 pseudoexperiments generated using the

five-dimensional angular distribution, multiplied by the
polar and azimuthal efficiencies obtained from the full
simulation, as well as initializing the 3 extra parameters to
values away from the physical boundary. The resulting
distributions are then fitted to the nominal three-dimen-
sional angular model. Differences in the mean values of P,
α1, α2, and γ0 relative to the input values (set to the nominal
results) are taken as the systematic uncertainties from the
impact of the nonuniformity of the azimuthal efficiencies.
Weighting procedure.— To estimate the uncertainty from

the weighting procedure, we vary each weight by its
uncertainty and use this as a new weight to correct the
efficiencies, then redo the fit with these new values. The
differences between the results of this fit and the nominal
values are taken as the systematic uncertainty in each
parameter.
Reconstruction bias.—Possible unaccounted reconstruc-

tion biases are also considered. To estimate this systematic
uncertainty, we use a simulated event sample with input
values of the helicity amplitudes and polarization similar to
those observed in data. Then, after reconstruction and
selection as in data, we fit the simulated events and take
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Quarkonium production
• Well established framework: NRQCD ~ 

factorizes short-dist. (SDCs, perturbative 
calculations) and universal long-dist. 
(LDMEs, from fits to data) contributions.
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NRQCD factorization approach

Non Relativistic Quantum ChromoDynamics (NRQCD) is an effective 
theory that factorizes quarkonium production into 2 steps

1. Production of the initial quark-antiquark pair (perturbative QCD)

2. Hadronization of the initial pair into a bound state 
(non-perturbative QCD)

5

n =2S+1 L[C]
J Quantum number of the heavy quark pair (C = 1,8)

S, L, J = spin, orbital and total angular momentum

long distance 
matrix elements 

(LDMEs) 
short distance 

coefficients (SDCs)

�(Q) =
X

n

S[QQ̄(n)]
⌦
O

Q(n)
↵possibly(colored(QQ(pair((

of(any,possible,2S+1LJ,,
quantum,numbers(

1)%perturba-ve(phase(

green(

an/(
blue(

possibly(colored(QQ(pair((
of(any,possible,2S+1LJ,,
quantum,numbers(

1)%perturba-ve(phase(

green(

an/(
blue(

2)%non1perturba-ve(evolu/on(
to(the(observed(bound(state(
Quantum,numbers,change!,

((red( quarkonium((((,,,,)(

an/(
red(

• Contrary to expectations, LHC measurements indicate quarkonia 
are produced unpolarized ⇒ important to add more data to 
constrain LDMEs.

• For J/ψ, ψ’ and Y(nS) 
(n=1,2,3) @13 TeV, CMS 
measures:
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Differential production cross sections of prompt J/ψ and ψ(2S) charmonium and ϒ(nS) (n = 1, 2, 3) 
bottomonium states are measured in proton–proton collisions at √s = 13 TeV, with data collected by 
the CMS detector at the LHC, corresponding to an integrated luminosity of 2.3 fb−1 for the J/ψ and 
2.7 fb−1 for the other mesons. The five quarkonium states are reconstructed in the dimuon decay channel, 
for dimuon rapidity |y| < 1.2. The double-differential cross sections for each state are measured as a 
function of y and transverse momentum, and compared to theoretical expectations. In addition, ratios 
are presented of cross sections for prompt ψ(2S) to J/ψ , ϒ(2S) to ϒ(1S), and ϒ(3S) to ϒ(1S) production.
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1. Introduction

Since the discovery of heavy-quark bound states, quarkonium 
production in hadronic collisions has been the subject of many 
theoretical and experimental studies. A well established theoreti-
cal framework to describe quarkonium production is nonrelativistic 
quantum chromodynamics (NRQCD) [1–3], an effective theory that 
assumes that the mechanism can be factorized in two steps. In 
the first step, a heavy quark–antiquark pair is produced in a given 
spin and orbital angular momentum state, either in a color-singlet 
or color-octet configuration. The corresponding parton-level cross 
sections, usually called short-distance coefficients (SDCs), are func-
tions of the kinematics of the state and can be calculated pertur-
batively, presently up to next-to-leading order (NLO) [4–7]. In the 
second step, the quark–antiquark pairs bind into the final quarko-
nium states through a nonperturbative hadronization process, with 
transition probabilities determined by process-independent long-
distance matrix elements (LDMEs). Unlike the SDCs, the LDMEs 
are presently not calculable and must be obtained through fits 
to experimental data [4–9]. Until recently, for directly produced 
S-wave quarkonia, the color-octet 3S1 term was thought to dom-
inate, which would result in a strong transverse polarization of 
the mesons relative to their direction of motion (helicity frame) 
at large transverse momentum, pT.

Experiments at the CERN LHC have provided measurements 
of the production of the S-wave quarkonium states ηc(1S), J/ψ , 

⋆ E-mail address: cms -publication -committee -chair @cern .ch.

ψ(2S), and ϒ(nS) (n = 1, 2, 3), and of the P-wave states, χc1,2 and 
χb1,2(1P) [10–14], at center-of-mass energies of 2.76, 7 and 8 TeV. 
These measurements of the S-wave states include both the dif-
ferential cross sections [15–29] and polarizations [30–34], and of-
fer strong indication that, contrary to previous expectations, these 
mesons are produced unpolarized. Further theoretical and experi-
mental work can provide deeper insights on how to interpret these 
observations. In particular, additional data can help in improving 
the fits and determine more precisely the relative weights of the 
LDMEs.

We report the measurement of double-differential cross sec-
tions of five S-wave quarkonium states J/ψ , ψ(2S), and ϒ(nS) in 
pp collisions at 

√
s = 13 TeV by the CMS detector at the LHC. 

The increased center-of-mass energy and production cross sections 
provide an extended reach in pT and improved statistical precision 
relative to similar measurements at 7 TeV [24–27,35]. The mea-
surements performed at 13 TeV also provide the opportunity to 
test the 

√
s dependence of the cross sections and to check the 

validity of the factorization hypothesis and LDME universality im-
plied in NRQCD.

The product of the branching fraction of quarkonia to muon 
pairs, B(Q → µ−µ+), and the double-differential production cross 
section, d2σ /(dpT dy), in bins of pT and rapidity, y, is given by

B(Q → µ−µ+)
d2σ

dpT dy
= N(pT, y)

L'y'pT

〈
1

ϵ(pT, y)A(pT, y)

〉
, (1)

where N(pT, y) is the number of prompt signal events in the bin, 
L is the integrated luminosity, 'y and 'pT are the bin widths, 

https://doi.org/10.1016/j.physletb.2018.02.033
0370-2693/© 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.

prompt signal events (cannot distinguish 
feed-down decays of heavier cc̅)

y and pT bin widths 
(|y| < 1.2 , pT = 20 - 150 (130) GeV ) 

Acceptance

Integrated lumi Reconstruction efficiency
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Acceptance and efficiency
• Acceptance calculated w/ Pythia generated w/ data-

derived pT distribution & unpolarized J/ψ: analysis provides 
scaling factors (0.75-1.20) to convert to polarized scenarios.
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7 Efficiencies438

In the following section we illustrate how we estimated trigger and reconstruction efficiencies.439

The process involves the calculation of single-muon efficiencies (L1 and L2 trigger, L3 recon-440

struction and trigger, tracking) and dimuon efficiencies (vertexing).441

7.1 Overall strategy442

We use the same strategy to measure efficiencies as in previous quarkonium cross section anal-443

yses [15, 16]. Single-muon efficiencies are measured with a data-driven approach known as444

Tag and Probe (TnP). Total dimuon efficiencies are then obtained through the equation:445

eµµ(pT, y) = e(pT1, h1) · e(pT2, h2) · r(pT, y) · e2
tk, (7)

where eµµ(pT, y) is the dimuon efficiency, pT, y are the pT and rapidity of the dimuon, e is446

the single-muon TnP efficiency derived from data, pTi, hi are the transverse momentum and447

pseudorapidity of the two muons. etk is the tracking efficiency, assumed to be 99% for each448

muon. The r factor represents the correlation between the two muons, stemming from the finite449

granularity of the detector and in particular of the L1 trigger. Notably at high pT, the dimuon450

efficiency is expected to be lower than the product of the single-muon efficiencies, because the451

trigger fails to distinguish the two muons. We derive single-muon efficiencies and r separately452

for seagull, cowboys and seagull-plus-cowboys. Cross sections derived for seagull-only and453

seagull-plus-cowboys are compared in Appendix B. Vertexing efficiency is also to be taken into454

account and is included in our definition of r.455

7.2 Single-muon efficiencies456

Single-muon efficiencies are by design factorised into three pieces: reconstruction and identifi-457

cation (recoid), Level1 times Level2 (L1L2) given recoid and Level 3 given L2L1. The strategy to458

derive each factor is described in [17], we have repeated part of the calculation for U(1S,2S,3S)459

triggers, details of this exercise are available in appendix C. For the barrel triggers, these effi-460

ciencies are provided in five bins of muon rapidity (0-0.2,0.2-0.3, 0.3-0.9,0.9-1.2, 1.2-1.6), while461

for the full-coverage triggers in seven bins (the barrel ones plus 1.6-2.1, 2.1-2.4). In order to462

extract the single-muon efficiencies to be used in Equation 7, we take the product of the three463

efficiencies and we parameterize the result using a sigmoid function. Since the L3 efficiency464

measurement from data suffers from low statistics, we always use the Monte Carlo L3 TnP ef-465

ficiency. Scale factors are compatible with one, and the associated uncertainty is accounted as466

a systematic uncertainty as discussed later.467

The sigmoid function used to parameterize the single-muon efficiency has the expression:468

f (pT) = a +
e0

1 + e�b(pT�pT0)
,

where we have fixed the a parameter to zero. The fit range spans the interval from 1 GeV to469

40 GeV. Since our single-muon fiducial cuts select muons above 4 GeV, we also changed the470

fit range to (4,40) GeV, observing negligible variations of the fit paramenters. The histograms471

with the product of the single-muon efficiencies and the corresponding parameterizations are472

shown in Figure 16 and 17.473

Single muon TnP efficiency from data and 
independent triggers. Multiplied & parametrized.

Correction factor from data (TnP 
uses special trigger w/ pT > 20 
GeV) accounts for correlation & 
effects due to detector granularity 
and coarse L1 trigger.

Tracking efficiency ~ 99%.

𝜖µµ ~ 85%, decreases w/ pT  mainly due to ρ

• Dimuon reconstruction 
efficiency:
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Yields and prompt fraction
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• UML fits to Mμμ (Mμμ-ct) in each y-pT bin (for J/ψ and ψ’):
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Figure 2: Examples of a fit of the dimuon invariant mass distribution

for the ⌥(nS) candidate events in the pT and |y| ranges given in the

plot. The results from the total fit and for the background component

are shown.

3

Y(1S)

Y(2S)
Y(3S)

• Each: CB + Gaussian core. 
• Means: fixed · common factor. 
• Widths: ~common. 
• CB params: constrained to the fit 

of the pT-integrated distribution. 
• Bkg.: exponential.
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Figure 1: Examples of fits of the dimuon invariant mass (left) and decay length (right) distributions for J/ (upper row) and  (2S) (lower row)

candidate events in the pT and |y| ranges given in the plots. The results from the total fit and from the various components included in the fit are

shown.

2

J/ψ

ψ’

• CB (+ Gauss. J/ψ) + 
exponential bkg. 

• Mean and CB params. 
constrained to pT-int.

• Prompt = Res. (R): event-by-
event-scaled double-Gauss. 

• Non-prompt: Exp ⊗ R. 
• Bkg.: R’ + exp ⊗ R’.
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evaluate the ρ factor. The relative uncertainty is about 1% from 20 
to 50 GeV and increases to about 5% near 100 GeV, with no depen-
dence on rapidity. The measurement of the ρ factor also requires 
the evaluation of an additional single-muon efficiency using the 
tag-and-probe method, which introduces an uncertainty of about 
1% at low pT (below 50 GeV) and up to 4% at high pT. Moreover, 
we assign the fractional difference in the ρ factor obtained from 
data and simulation as a systematic uncertainty. The difference is 
in the range 2–5% up to 60 GeV and increases slowly for higher pT, 
reaching a value of up to 15%, in the worst case. This is the domi-
nant uncertainty for all the quarkonium states except the ψ(2S).

The finite number of events generated for the acceptance cal-
culation imposes a systematic uncertainty of 0.5% at low pT and 
up to 6% at high pT. Other sources of systematic uncertainties, 
like the kinematic modeling of simulated events, are found to have 
a negligible influence on the acceptance calculation. The effect of 
the quarkonium polarization on the acceptance is not treated as 
a systematic uncertainty; instead correction factors are provided 
in https://doi .org /10 .1016 /j .physletb .2018 .02 .033 to recalculate the 
cross sections according to different polarization scenarios.

For the cross sections measured in the rapidity-integrated range 
|y| < 1.2, we conservatively assign the total systematic uncertain-
ties of the most-forward rapidity range, which are larger than the 
uncertainties for central rapidities. Taking advantage of the larger 
yields in the integrated-rapidity range, an additional pT bin was 
added for each state. The systematic uncertainty in the yields 
for this bin was evaluated as described above for the other bins, 
while for other uncertainties the same value as in the neighboring 
lower-pT bin was used. It was verified that systematic uncertain-
ties extrapolated to the additional pT bin have either negligible 
pT dependence in that region or are negligibly small compared to 
other systematic or statistical uncertainties.

For the measurement of the ratios of the cross sections of the 
prompt ψ(2S), ϒ(2S), and ϒ(3S) states relative to their ground 
states, the systematic uncertainties in the yields, the ρ factor, the 
single-muon efficiencies, and the acceptance are the only ones 
considered. Uncertainties in the yields for the ratio of ψ(2S) and 
J/ψ cross sections are treated as uncorrelated, because their cor-
responding yields are determined from independent fits. In con-
trast, yield uncertainties are treated as correlated for the ratio of 
the ϒ(nS) to ϒ(1S) cross sections, as they are extracted from a 
combined fit to the three states, as shown in Fig. 2 of https://
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The correlation factors are found to be approximately 5%, caus-
ing no significant effect on the final systematic uncertainty. The 
same single-muon efficiencies are used for all the measured cross 
sections, therefore their uncertainties are treated as correlated in 
all the ratios. The systematic uncertainties in the ratios are de-
termined by consistently varying the efficiencies in the numerator 
and the denominator by their uncertainties and recalculating the 
ratios. The resulting effect is less than 0.4%. The uncertainty in the 
integrated luminosity is fully correlated, and is not included in the 
ratios. Uncertainties in the ρ correction factor are treated as un-
correlated.

The statistical uncertainty in the ψ(2S) to J/ψ cross section ra-
tio is more important than any systematic uncertainty except for 
the high-pT region, where the ρ factor uncertainty is the dom-
inant one, reaching 28%. For the ϒ(2S) to ϒ(1S) and ϒ(3S) to 
ϒ(1S) cross section ratios, the uncertainty in the ρ factor domi-
nates across the entire pT region, ranging from 3% to 12%.

6. Results

The measured double-differential cross sections times the 
dimuon branching fractions are presented in Fig. 1 as a function 

Fig. 1. The product of the measured double-differential cross sections and the 
dimuon branching fractions for prompt J/ψ and ψ(2S) (left) and the ϒ(nS) (right) 
mesons as a function of pT, in four and two rapidity regions, respectively, assum-
ing unpolarized dimuon decays. For presentation purposes, the individual points in 
the measurements are scaled by the factors given in the legends. The inner vertical 
bars on the data points represent the statistical uncertainty, while the outer bars 
show the statistical and systematic uncertainties, not including the 2.3% uncertainty 
in the integrated luminosity, added in quadrature. For most of the data points, the 
uncertainties are comparable to the size of the symbols. The data points are shown 
at the average pT in each bin.

of pT, for four rapidity ranges in the case of the prompt J/ψ and 
ψ(2S) states, and two rapidity ranges for the ϒ(nS). The top pan-
els of Fig. 2 show the measured cross sections times branching 
fractions for the rapidity-integrated range |y| < 1.2. The presented 
results are obtained under the assumption of unpolarized produc-
tion, which is very close to the polarization that was measured 
by CMS [31,32]. If the quarkonium states are fully polarized, the 
cross sections can change by up to 25%. The numerical values 
of the cross sections for all five quarkonium states in the cho-
sen bins of pT and |y| in the unpolarized scenario are reported 
in Tables 1–5 of https://doi .org /10 .1016 /j .physletb .2018 .02 .033. Ta-
bles 6–10 list the multiplicative scale factors needed to recalculate 
the cross sections in the three different polarization scenarios de-
scribed in Section 3. The conversion to a new polarization scenario 
is achieved by multiplying the unpolarized cross section result in 
each (pT, |y|) bin by the corresponding scale factor.

The NLO NRQCD predictions [43,44] are in agreement with the 
measured cross sections times branching fractions within uncer-
tainties, as shown in the top panels of Fig. 2. The ratios of the mea-
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Fig. 2. The measured double-differential cross sections times branching fractions of the prompt J/ψ and ψ(2S) (left) and the ϒ(nS) (right) mesons (markers), assuming 
unpolarized dimuon decays, as a function of pT, for |y| < 1.2, compared to NLO NRQCD predictions [43,44] (shaded bands). The inner vertical bars on the data points 
represent the statistical uncertainty, while the outer bars show the statistical and systematic uncertainties, including the integrated luminosity uncertainty of 2.3%, added in 
quadrature. The middle panels show the ratios of measurement to theory, where the vertical bars depict the total uncertainties in the measurement. The widths of the bands 
represent the theoretical uncertainty, added in quadrature with the uncertainties in the dimuon branching fractions [36 ]. The lower panels show the ratios of cross sections 
measured at √s = 13 TeV to those measured at 7 TeV [26 ,27]. All uncertainties in the 7 and 13 TeV results are treated as uncorrelated. The data points are shown at the 
average pT in each bin.

sured to predicted values are plotted in the middle panels of Fig. 2, 
where the vertical bars represent the experimental uncertainties. 
The shaded bands show the theoretical uncertainties stemming 
from the extraction of the LDMEs, renormalization scales, and the 
choice of c and b quark masses, added in quadrature with the 
uncertainties in the dimuon branching fractions [36 ]. The theory 
tends to underestimate (overestimate) the cross section for the 
J/ψ (ψ(2S)), while staying within the one-standard-deviation un-
certainty band. The bottom panels of Fig. 2 show the ratios of the 
pT differential cross sections times branching fractions measured 
at 

√
s = 13 TeV and 7 TeV [26 ,27] for |y| < 1.2. The 13 TeV cross 

sections of all five quarkonium states are factors of 1.5 to 3 larger 
than the corresponding 7 TeV cross sections, changing slowly as a 
function of dimuon pT. An increase of this order is expected from 
the evolution of the parton distribution functions.

Fig. 3 shows the production cross sections times dimuon 
branching fractions of the radial excitations relative to the ground 
state in the charmonium and bottomonium systems for |y| < 1.2. 
The prompt ψ(2S) to J/ψ meson cross section ratio is constant 
as a function of pT, while the cross sections of the excited ϒ
states relative to the ϒ(1S) show a slight increase with pT. The nu-
merical values of these ratios are reported in Table 11 of https://
doi .org /10 .1016  /j .physletb .2018  .02 .033.

7. Summary

The double-differential production cross sections of the J/ψ , 
ψ(2S), and ϒ(nS) (n = 1, 2, 3) quarkonium states have been 
measured, using their dimuon decay mode, in pp collisions at √

s = 13 TeV with the CMS detector at the LHC. The production 
cross sections of all five S-wave states are presented in a single 
analysis. The measurement has been performed as a function of 

Fig. 3. Ratios of the pT differential cross sections times dimuon branching frac-
tions of the prompt ψ(2S) to J/ψ , ϒ(2S) to ϒ(1S), and ϒ(3S) to ϒ(1S) mesons 
for |y| < 1.2. The inner vertical bars represent the statistical uncertainty, while the 
outer bars show the statistical and systematic uncertainties added in quadrature. 
The ratio of the ψ(2S) to J/ψ meson cross sections is multiplied by a factor 5 for 
better visibility.

transverse momentum (pT) in several bins of rapidity (y), covering 
a pT range 20–120 GeV for the J/ψ meson and 20–100 GeV for the 
remaining states. The cross sections integrated over |y| < 1.2 are 
also presented, and extend the pT reach to 150 and 130 GeV, re-
spectively. Also presented are the ratios of cross sections measured 
at 

√
s = 13 (this analysis) and 7 TeV (from Refs. [26 ,27]), as well as 

the cross sections of the prompt ψ(2S), ϒ(2S), and ϒ(3S) mesons 
relative to their ground states. These results will help in testing 
the underlying hypotheses of nonrelativistic quantum chromody-
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remaining states. The cross sections integrated over |y| < 1.2 are 
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• NLO NRQCD predictions in agreement with data.  

• As expected from evolution of PDFs, cross sections increase with energy. 

• These measurements should reduce theoretical uncertainties from the 
extraction of LDMEs.
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* increases slowly for Y
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X(5568) ⇾ Bsπ± 
• Resonance found by the D0 experiment in the Bsπ± mass 

spectrum: state w/ 4 different flavors of quarks.
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The fit function has the form

F ¼ fsigFsigðmBπ;MX;ΓXÞ þ fbgrFbgrðmBπÞ; ð2Þ

where fsig and fbgr are normalization factors.
We use the Breit-Wigner parametrization appropriate for

an S-wave two-body decay near threshold:

BWðmBπÞ ∝
M2

XΓðmBπÞ
ðM2

X −m2
BπÞ2 þ M2

XΓ2ðmBπÞ
: ð3Þ

The mass-dependent width ΓðmBπÞ ¼ ΓX · ðq1=q0Þ is pro-
portional to the natural width ΓX, whereq1 andq0 are three-
vector momenta of the B0

s meson in the rest frame of the
B0
sπ% system at the invariant mass equal to mBπ and MX,

respectively.
In the fit shown in Fig. 3(a), the normalization param-

eters fsig and fbgr and the Breit-Wigner parametersMX and
ΓX are allowed to vary. The fit yields the mass and width of
MX ¼ 5567.8 % 2.9 MeV=c2, ΓX ¼ 21.9 % 6.4 MeV=c2,
and the number of signal events of N ¼ 133 % 31. As
the measured width is significantly larger than the exper-
imental mass resolution, we infer that Xð5568Þ → B0

sπ%

is a strong decay. The statistical significance of the signal
is defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2 lnðL0=LmaxÞ

p
, where Lmax and L0 are

likelihood values at the best-fit signal yield and the signal
yield fixed to zero. The obtained local statistical signifi-
cance is 6.6σ for the given mass and width values. With the
look-elsewhere effect [14] taken into account, the global
statistical significance is 6.1σ. The search window is taken
as the interval between the B0

sπ% threshold (5506 MeV=c2)
and the B0

dK
% mass threshold (5774 MeV=c2).

We also extract the signal from themðB0
sπ% Þ distribution

without the ΔR cone cut, fixing the mass and natural width
of the signal and the background mass shape to their default
values. We see a tendency for data to exceed background
for mðB0

sπ% Þ > MX [13]. We perform a fit in the restricted
range mðB0

sπ% Þ < 5.7 GeV=c2 [Fig. 3(b)] and find the

fitted number of signal events to be 106 % 23, with a
corresponding local statistical significance of 4.8σ. The
difference in yields with and without the cone cut is not
fully explained by statistical fluctuations. In a subsidiary
study we used empirical functions [15] for the background
fitted to the sidebands in data below the Xð5568Þ region
and above the signal region up to 5.9 GeV=c2 and found
signal yields that are greater than those with the default
background function and comparable to or greater than that
found in the cone cut analysis. These results confirm that
using a background function that agrees with data for
masses above 5.7 GeV=c2 can increase the fitted signal
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FIG. 2. The combined background for the mðB0
sπ% Þ distribu-

tion described in the text and the fit to that distribution with the
ΔR < 0.3 cone cut and without the cone cut.
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FIG. 3. ThemðB0
sπ% Þ distribution together with the background

distribution and the fit results (a) after applying the ΔR < 0.3
cone cut and (b) without the cone cut.
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The mass-dependent width ΓðmBπÞ ¼ ΓX · ðq1=q0Þ is pro-
portional to the natural width ΓX, whereq1 andq0 are three-
vector momenta of the B0

s meson in the rest frame of the
B0
sπ% system at the invariant mass equal to mBπ and MX,

respectively.
In the fit shown in Fig. 3(a), the normalization param-

eters fsig and fbgr and the Breit-Wigner parametersMX and
ΓX are allowed to vary. The fit yields the mass and width of
MX ¼ 5567.8 % 2.9 MeV=c2, ΓX ¼ 21.9 % 6.4 MeV=c2,
and the number of signal events of N ¼ 133 % 31. As
the measured width is significantly larger than the exper-
imental mass resolution, we infer that Xð5568Þ → B0

sπ%

is a strong decay. The statistical significance of the signal
is defined as
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, where Lmax and L0 are

likelihood values at the best-fit signal yield and the signal
yield fixed to zero. The obtained local statistical signifi-
cance is 6.6σ for the given mass and width values. With the
look-elsewhere effect [14] taken into account, the global
statistical significance is 6.1σ. The search window is taken
as the interval between the B0

sπ% threshold (5506 MeV=c2)
and the B0

dK
% mass threshold (5774 MeV=c2).

We also extract the signal from themðB0
sπ% Þ distribution

without the ΔR cone cut, fixing the mass and natural width
of the signal and the background mass shape to their default
values. We see a tendency for data to exceed background
for mðB0

sπ% Þ > MX [13]. We perform a fit in the restricted
range mðB0

sπ% Þ < 5.7 GeV=c2 [Fig. 3(b)] and find the

fitted number of signal events to be 106 % 23, with a
corresponding local statistical significance of 4.8σ. The
difference in yields with and without the cone cut is not
fully explained by statistical fluctuations. In a subsidiary
study we used empirical functions [15] for the background
fitted to the sidebands in data below the Xð5568Þ region
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signal yields that are greater than those with the default
background function and comparable to or greater than that
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FIG. 3. ThemðB0
sπ% Þ distribution together with the background

distribution and the fit results (a) after applying the ΔR < 0.3
cone cut and (b) without the cone cut.
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ΔR < 0.3

The fit function has the form

F ¼ fsigFsigðmBπ;MX;ΓXÞ þ fbgrFbgrðmBπÞ; ð2Þ

where fsig and fbgr are normalization factors.
We use the Breit-Wigner parametrization appropriate for

an S-wave two-body decay near threshold:

BWðmBπÞ ∝
M2

XΓðmBπÞ
ðM2

X −m2
BπÞ2 þ M2

XΓ2ðmBπÞ
: ð3Þ

The mass-dependent width ΓðmBπÞ ¼ ΓX · ðq1=q0Þ is pro-
portional to the natural width ΓX, whereq1 andq0 are three-
vector momenta of the B0

s meson in the rest frame of the
B0
sπ% system at the invariant mass equal to mBπ and MX,

respectively.
In the fit shown in Fig. 3(a), the normalization param-

eters fsig and fbgr and the Breit-Wigner parametersMX and
ΓX are allowed to vary. The fit yields the mass and width of
MX ¼ 5567.8 % 2.9 MeV=c2, ΓX ¼ 21.9 % 6.4 MeV=c2,
and the number of signal events of N ¼ 133 % 31. As
the measured width is significantly larger than the exper-
imental mass resolution, we infer that Xð5568Þ → B0

sπ%

is a strong decay. The statistical significance of the signal
is defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2 lnðL0=LmaxÞ

p
, where Lmax and L0 are

likelihood values at the best-fit signal yield and the signal
yield fixed to zero. The obtained local statistical signifi-
cance is 6.6σ for the given mass and width values. With the
look-elsewhere effect [14] taken into account, the global
statistical significance is 6.1σ. The search window is taken
as the interval between the B0

sπ% threshold (5506 MeV=c2)
and the B0

dK
% mass threshold (5774 MeV=c2).

We also extract the signal from themðB0
sπ% Þ distribution

without the ΔR cone cut, fixing the mass and natural width
of the signal and the background mass shape to their default
values. We see a tendency for data to exceed background
for mðB0

sπ% Þ > MX [13]. We perform a fit in the restricted
range mðB0

sπ% Þ < 5.7 GeV=c2 [Fig. 3(b)] and find the

fitted number of signal events to be 106 % 23, with a
corresponding local statistical significance of 4.8σ. The
difference in yields with and without the cone cut is not
fully explained by statistical fluctuations. In a subsidiary
study we used empirical functions [15] for the background
fitted to the sidebands in data below the Xð5568Þ region
and above the signal region up to 5.9 GeV=c2 and found
signal yields that are greater than those with the default
background function and comparable to or greater than that
found in the cone cut analysis. These results confirm that
using a background function that agrees with data for
masses above 5.7 GeV=c2 can increase the fitted signal
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distribution and the fit results (a) after applying the ΔR < 0.3
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6.6σ local 
5.1σ global+syst

The fit function has the form

F ¼ fsigFsigðmBπ;MX;ΓXÞ þ fbgrFbgrðmBπÞ; ð2Þ

where fsig and fbgr are normalization factors.
We use the Breit-Wigner parametrization appropriate for

an S-wave two-body decay near threshold:

BWðmBπÞ ∝
M2

XΓðmBπÞ
ðM2

X −m2
BπÞ2 þ M2

XΓ2ðmBπÞ
: ð3Þ

The mass-dependent width ΓðmBπÞ ¼ ΓX · ðq1=q0Þ is pro-
portional to the natural width ΓX, whereq1 andq0 are three-
vector momenta of the B0

s meson in the rest frame of the
B0
sπ% system at the invariant mass equal to mBπ and MX,

respectively.
In the fit shown in Fig. 3(a), the normalization param-

eters fsig and fbgr and the Breit-Wigner parametersMX and
ΓX are allowed to vary. The fit yields the mass and width of
MX ¼ 5567.8 % 2.9 MeV=c2, ΓX ¼ 21.9 % 6.4 MeV=c2,
and the number of signal events of N ¼ 133 % 31. As
the measured width is significantly larger than the exper-
imental mass resolution, we infer that Xð5568Þ → B0

sπ%

is a strong decay. The statistical significance of the signal
is defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2 lnðL0=LmaxÞ

p
, where Lmax and L0 are

likelihood values at the best-fit signal yield and the signal
yield fixed to zero. The obtained local statistical signifi-
cance is 6.6σ for the given mass and width values. With the
look-elsewhere effect [14] taken into account, the global
statistical significance is 6.1σ. The search window is taken
as the interval between the B0

sπ% threshold (5506 MeV=c2)
and the B0

dK
% mass threshold (5774 MeV=c2).

We also extract the signal from themðB0
sπ% Þ distribution

without the ΔR cone cut, fixing the mass and natural width
of the signal and the background mass shape to their default
values. We see a tendency for data to exceed background
for mðB0

sπ% Þ > MX [13]. We perform a fit in the restricted
range mðB0

sπ% Þ < 5.7 GeV=c2 [Fig. 3(b)] and find the

fitted number of signal events to be 106 % 23, with a
corresponding local statistical significance of 4.8σ. The
difference in yields with and without the cone cut is not
fully explained by statistical fluctuations. In a subsidiary
study we used empirical functions [15] for the background
fitted to the sidebands in data below the Xð5568Þ region
and above the signal region up to 5.9 GeV=c2 and found
signal yields that are greater than those with the default
background function and comparable to or greater than that
found in the cone cut analysis. These results confirm that
using a background function that agrees with data for
masses above 5.7 GeV=c2 can increase the fitted signal
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distribution and the fit results (a) after applying the ΔR < 0.3
cone cut and (b) without the cone cut.
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B & quarkonia @ CMS -- Ivan Heredia XXXII-AM-DPyC



Search for the X(5568)  
at CMS

• Search for resonances in the Bs π± invariant mass 
spectrum: Bs (⇾J/ψφ(1020)) + prompt pion.
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Figure 1: Invariant mass distribution of the B0
s candidates with the fit result superimposed. The

outermost pairs of dark vertical arrows define the lower and upper B0
s sidebands, while the

innermost light vertical arrows delimit the signal region.
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Figure 2: (a) The M
D(B0

s p±) distribution for events in the B0
s signal (points) and sideband

regions (bands). The latter is normalized to the former. The vertical band indicates the region
mX ± GX. (b) The M

D(B0
s p±) distribution for events in theB0

ssignal (points) and lower and
higher sideband regions (bands), when the requirement on M(K+K�) is removed (see text for
additional requirements). The three distributions are normalized from the mass threshold up
to 5.74 GeV. The excess observed for events in the B0

s signal and higher sideband regions is due
to B(⇤)

1,2
+ ! B⇤0p+ decays.

spin-0 particle of mass and width equal to mX ⌘ 5567.8 MeV and GX ⌘ 21.9 MeV, and is forced
to decay to a B0

s meson and a p± using the phase-space model in EVTGEN 1.3.0 [12]. For the
B0

s signal generation, EVTGEN simulates the B0
s ! J/y f, J/y ! µ+µ�, and f ! K+K� decays,

including the effects from mixing and CP violation. Final-state photon radiation is included
in EVTGEN using PHOTOS [13, 14]. The events are then passed through a detailed GEANT4-
based simulation [15] of the CMS detector with the same trigger and reconstruction algorithms
used on data. The simulation includes pileup effects at the same rate as observed in data.

The M
D(B0

s p±) distributions obtained from events in the B0
s signal and sideband regions are

compared after normalization in Fig. 2(a), showing no significant differences from threshold
near 5.5 GeV up to 5.9 GeV. In particular, no excess is visible near 5568 MeV.

To verify the reconstruction procedure, the requirement on M(K+K�) is removed. This allows
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Figure 1: Invariant mass distribution of the B0
s candidates with the fit result superimposed. The

outermost pairs of dark vertical arrows define the lower and upper B0
s sidebands, while the

innermost light vertical arrows delimit the signal region.
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Figure 2: (a) The M
D(B0

s p±) distribution for events in the B0
s signal (points) and sideband

regions (bands). The latter is normalized to the former. The vertical band indicates the region
mX ± GX. (b) The M

D(B0
s p±) distribution for events in theB0

ssignal (points) and lower and
higher sideband regions (bands), when the requirement on M(K+K�) is removed (see text for
additional requirements). The three distributions are normalized from the mass threshold up
to 5.74 GeV. The excess observed for events in the B0

s signal and higher sideband regions is due
to B(⇤)

1,2
+ ! B⇤0p+ decays.

spin-0 particle of mass and width equal to mX ⌘ 5567.8 MeV and GX ⌘ 21.9 MeV, and is forced
to decay to a B0

s meson and a p± using the phase-space model in EVTGEN 1.3.0 [12]. For the
B0

s signal generation, EVTGEN simulates the B0
s ! J/y f, J/y ! µ+µ�, and f ! K+K� decays,

including the effects from mixing and CP violation. Final-state photon radiation is included
in EVTGEN using PHOTOS [13, 14]. The events are then passed through a detailed GEANT4-
based simulation [15] of the CMS detector with the same trigger and reconstruction algorithms
used on data. The simulation includes pileup effects at the same rate as observed in data.

The M
D(B0

s p±) distributions obtained from events in the B0
s signal and sideband regions are

compared after normalization in Fig. 2(a), showing no significant differences from threshold
near 5.5 GeV up to 5.9 GeV. In particular, no excess is visible near 5568 MeV.

To verify the reconstruction procedure, the requirement on M(K+K�) is removed. This allows

No excess is visible.
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Search for resonances
• Signal modeled w/ relativistic BW (eff. and resol. 

variations considered in syst. unc.).
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Figure 3: The M
D(B0

s p±) distribution for events in the B0
s signal region with the result of the

fit superimposed for the baseline selection with pT(B0
s) > 10 GeV (a) and pT(B0

s) > 15 GeV (b).
The vertical band indicates the region mX ± GX. The lower panels display the pull (difference
between the data and the fit result, divided by the statistical uncertainty in the data).

the B0 ! J/yK+p� decay to contribute to the resulting M(J/yK+K�) distribution, but only in
the B0

s signal and the higher sideband regions, as verified by simulation. Additional require-
ments are imposed to reduce the level of background: pT(B0

s) > 25 GeV, pT(p±) > 1 GeV, and
pT(K±) > 1 GeV. Figure 2(b) shows the resulting M

D(B0
s p±) distributions for events in the

lower and higher sideband and signal regions. Only the latter two distributions have a clear
excess around 5.75�5.84 GeV. This excess is consistent with the decays B1(5721)+ ! B⇤0p+,
B⇤

2(5747)+ ! B⇤0p+, and B⇤
2(5747)+ ! B0p+, where the decay B0 ! J/yK+p� is misrecon-

structed as B0
s ! J/yK+K� (the photon from the B⇤0 ! B0g decay is not reconstructed). The

peaks in the M
D(B0

s p±) distribution corresponding to the decays B(⇤)
1,2

+ ! B⇤0p+ are shifted by

mB0
s
� mB(⇤)0 with respect to the nominal masses of the B(⇤)

1,2
+ states [5].

A possible X(5568) signal contribution in the M
D(B0

s p±) spectrum is modeled by a relativis-
tic S-wave Breit–Wigner (BW) function, with mass and width parameters fixed to mX and GX,
respectively. The BW is convolved with a triple-Gaussian resolution function whose param-
eters are obtained from the simulated data (mass resolution is about 2.2 MeV in the region of
interest). The background shape is approximated by a function of the form (x � x0)a Poln(x),
where x = M

D(B0
s p±), x0 = mB0

s
+ mp± , with mp± the p± mass [5], and Poln(x) represents a

polynomial function of order n. For the default shape n = 3 is used. The polynomial coeffi-
cients, as well as the exponent a and the signal and background yields, are obtained from the
unbinned extended maximum-likelihood fit shown in Fig. 3(a). The fit returns a signal yield
of NX = �85 ± 160 events. The procedure is repeated requiring pT(B0

s) > 15 GeV, and the fit
results displayed in Fig. 3(b) give NX = �103 ± 122 events.

Several cross-checks are performed and in all cases the signal yield is consistent with zero. They
include repeating the fit with the following variations: the background model parameters are
fixed to the values obtained from the fit with the X(5568) signal region excluded; the back-
ground model is fixed to the shape obtained from simulated B0

s mesons combined with back-
ground pion candidates; different kinematic requirements and reconstruction quality criteria
are imposed on the B0

s p±, B0
s , and p± candidates; collision events with multiple reconstructed

candidates are removed from the data sample, and alternative background functions and fit
regions are used.

An upper limit on rX, defined in Eq. (1), is computed using the asymptotic CLS [16, 17] method

• Bkg. shape inspired from MC 
(modeling varied or fixed for 
syst. uncertainty estimations).
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Figure 3: The M
D(B0

s p±) distribution for events in the B0
s signal region with the result of the

fit superimposed for the baseline selection with pT(B0
s) > 10 GeV (a) and pT(B0

s) > 15 GeV (b).
The vertical band indicates the region mX ± GX. The lower panels display the pull (difference
between the data and the fit result, divided by the statistical uncertainty in the data).

the B0 ! J/yK+p� decay to contribute to the resulting M(J/yK+K�) distribution, but only in
the B0

s signal and the higher sideband regions, as verified by simulation. Additional require-
ments are imposed to reduce the level of background: pT(B0

s) > 25 GeV, pT(p±) > 1 GeV, and
pT(K±) > 1 GeV. Figure 2(b) shows the resulting M

D(B0
s p±) distributions for events in the

lower and higher sideband and signal regions. Only the latter two distributions have a clear
excess around 5.75�5.84 GeV. This excess is consistent with the decays B1(5721)+ ! B⇤0p+,
B⇤

2(5747)+ ! B⇤0p+, and B⇤
2(5747)+ ! B0p+, where the decay B0 ! J/yK+p� is misrecon-

structed as B0
s ! J/yK+K� (the photon from the B⇤0 ! B0g decay is not reconstructed). The

peaks in the M
D(B0

s p±) distribution corresponding to the decays B(⇤)
1,2

+ ! B⇤0p+ are shifted by

mB0
s
� mB(⇤)0 with respect to the nominal masses of the B(⇤)

1,2
+ states [5].

A possible X(5568) signal contribution in the M
D(B0

s p±) spectrum is modeled by a relativis-
tic S-wave Breit–Wigner (BW) function, with mass and width parameters fixed to mX and GX,
respectively. The BW is convolved with a triple-Gaussian resolution function whose param-
eters are obtained from the simulated data (mass resolution is about 2.2 MeV in the region of
interest). The background shape is approximated by a function of the form (x � x0)a Poln(x),
where x = M

D(B0
s p±), x0 = mB0

s
+ mp± , with mp± the p± mass [5], and Poln(x) represents a

polynomial function of order n. For the default shape n = 3 is used. The polynomial coeffi-
cients, as well as the exponent a and the signal and background yields, are obtained from the
unbinned extended maximum-likelihood fit shown in Fig. 3(a). The fit returns a signal yield
of NX = �85 ± 160 events. The procedure is repeated requiring pT(B0

s) > 15 GeV, and the fit
results displayed in Fig. 3(b) give NX = �103 ± 122 events.

Several cross-checks are performed and in all cases the signal yield is consistent with zero. They
include repeating the fit with the following variations: the background model parameters are
fixed to the values obtained from the fit with the X(5568) signal region excluded; the back-
ground model is fixed to the shape obtained from simulated B0

s mesons combined with back-
ground pion candidates; different kinematic requirements and reconstruction quality criteria
are imposed on the B0

s p±, B0
s , and p± candidates; collision events with multiple reconstructed

candidates are removed from the data sample, and alternative background functions and fit
regions are used.

An upper limit on rX, defined in Eq. (1), is computed using the asymptotic CLS [16, 17] method

5

developed in Ref. [18]. The limit takes into account the following sources of systematic un-
certainty: the uncertainty in the mass and the width of the BW measured by the D0 Collabora-
tion [1]; the uncertainty in N(B0

s); the pion tracking efficiency uncertainty of 3.9% [6]; the uncer-
tainty in erel due to the finite number of simulated events; the description of the background by
alternative approximation functions, including the shape obtained from simulation; and mod-
ifications of the signal function due to variations of the resolution function and the efficiency
with respect to M

D(B0
s p±) (both negligible). The measured upper limit is rX < 1.1% at 95% con-

fidence level (CL) for the baseline selection criteria (pT(B0
s) > 10 GeV) and rX < 1.0% at 95% CL

for the analysis requiring pT(B0
s) > 15 GeV. Using simulations of a spin-1 state decaying to

B⇤0
s p±, where B⇤0

s ! B0
s g and where the mass is shifted by mB⇤0

s
� mB0

s
, the upper limits were

verified to differ negligibly between either the spin-1 or spin-0 assumption.

Upper limits are also obtained for different values of mass and natural width (G) of a possible
B0

s p± resonance, as shown in Fig. 4. For these limits, no systematic uncertainties related to the
mass and width of the exotic state are assigned. On the other hand, an additional systematic
uncertainty in the relative efficiency of up to 6% is estimated for the extrapolation to high-mass
resonances from the low-mass simulation. The limits are obtained for values of G from 10 to
50 MeV in 10 MeV steps, while the mass takes values from mB0

s
+mp±+G up to 5.9 GeV�1.5G in

order to consider a possible exotic state with higher mass decaying to the B0
s p± final state [19,

20]. No significant excess is found throughout the region considered.
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Figure 4: The 95% CL upper limit (UL) on rX, Eq. (1), as a function of the mass of a possible
exotic state decaying into B0

s p± for five different values of the natural width of the state.

In summary, a search for the X(5568) state is performed by the CMS Collaboration using pp col-
lision data collected at

p
s = 8 TeV and corresponding to an integrated luminosity of 19.7 fb�1.

With about 50 000 B0
s signal candidates, no significant structure in the B0

s p± invariant mass
spectrum is found around the mass reported by the D0 Collaboration (nor for masses up to
5.9 GeV). The absence of a peak is supported by direct comparison with the events in the B0

s
sidebands, and by fits to the B0

s p± invariant mass distribution with a resonant component in-
cluded, using different kinematic selection requirements, as well as variants of the background
modeling, fit regions, and quality criteria.

Upper limits on the relative production rates of the X(5568) and B0
s states, multiplied by the

unknown branching fraction of the X(5568)± ! B0
s p± decay, are computed to be:

rX < 1.1% at 95% CL for pT(B0
s) > 10 GeV and

rX < 1.0% at 95% CL for pT(B0
s) > 15 GeV.

𝜖rel from MC
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A search for resonancelike structures in the B0
sπ# invariant mass spectrum is performed using proton-

proton collision data collected by the CMS experiment at the LHC at
ffiffiffi
s

p
¼ 8TeV, corresponding to an

integrated luminosity of 19.7fb−1. The B0
s mesons are reconstructed in the decay chain B0

s → J=ψϕ, with
J=ψ → μþ μ− and ϕ → Kþ K−. The B0

sπ# invariant mass distribution shows no statistically significant
peaks for different selection requirements on the reconstructed B0

s and π# candidates. Upper limits are set
on the relative production rates of the Xð5568Þ and B0

s states times the branching fraction of the decay
Xð5568Þ# → B0

sπ# . In addition, upper limits are obtained as a function of the mass and the natural width of
possible exotic states decaying into B0

sπ# .

DOI: 10.1103/PhysRevLett.120.202005

The evidence presented by the D0 Collaboration of a new
state decaying to B0

sπ# [1] initiated considerable interest
within the exotic hadron community (discussed, e.g., in
Refs. [2,3] and references therein) and triggered a similar
search by the LHCb Collaboration [4]. The D0 experiment
reported an unexpected, narrow structure, named Xð5568Þ,
in the B0

sπ# invariant mass distribution and interpreted
it as a hadron composed of four quarks of different flavors
(bs̄ud̄; inclusion of charge-conjugate modes is implied
throughout this Letter). The measured mass and natural
width of this state are 5567.8# 2.9ðstatÞþ 0.9

−1.9ðsystÞ MeV and
21.9# 6.4ðstatÞþ 5.0

−2.5ðsystÞ MeV, respectively [1]. Possible
quantum numbers for the state are JP ¼ 0þ , if the B0

sπ# is
produced in an S-wave, or JP ¼ 1þ , if the decay proceeds
via the chain Xð5568Þ# → B&0

s π# , B&0
s → B0

sγ and the
photon is not reconstructed. In the latter case, the mass of
the new state would be shifted bymB&0

s
−mB0

s
with respect to

the measured Xð5568Þ mass, where mB0
s
and mB&0

s
are the

nominal B0
s and B&0

s masses [5].
The LHCb Collaboration searched for the Xð5568Þ

state and reported a negative result [4]. Further independent
searches are needed either to confirm the Xð5568Þ state or
to set stronger limits on its production. In particular, the
CMS detector can probe a central kinematic region of B0

s
candidates similar to that of D0, complementing the LHCb
search in the forward region. Recently, the CDF and

ATLAS Collaborations reported independently negative
search results for the Xð5568Þ [6,7], while the D0
Collaboration presented additional evidence for the
Xð5568Þ by adding B0

s mesons reconstructed in semi-
leptonic decays [8].
This Letter presents a search for the Xð5568Þ state

performed by the CMS Collaboration at the LHC. The
data sample corresponds to 19.7fb−1 of proton-proton
(pp) collisions at

ffiffiffi
s

p
¼ 8TeV collected in 2012. The

B0
sπ# candidates are reconstructed through the decay

B0
s → J=ψϕ, with J=ψ → μþ μ− and ϕ → Kþ K−. The

relative production rate of Xð5568Þ, with respect to B0
s ,

times the branching fraction of the Xð5568Þ# → B0
sπ#

decay is calculated using the relation

ρX ≡ σðpp → X þ anythingÞBðX → B0
sπ# Þ

σðpp → B0
s þ anythingÞ

¼ NX

ϵrelNB0
s

; ð1Þ

where X ¼ Xð5568Þ# , NX (NB0
s
) is the number of

Xð5568ÞðB0
sÞ signal candidates reconstructed in data and

ϵrel ¼ ϵX=ϵB0
s
is the relative efficiency. The D0 Collaboration

measured ρX ¼ ð8.6 # 2.4Þ% and ð8.2 # 3.1Þ% for
pTðB0

sÞ > 10and 15 GeV [1].
The central feature of the CMS apparatus is a super-

conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two
endcap sections. Muons are detected in the pseudorapidity
range jηj < 2.4 in gas-ionization chambers embedded in

*Full author list given at the end of the Letter.
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Summary of the search
• No significant structure in M(Bsπ±) is found for masses up to 5.9 GeV, 

disfavoring predictions of tetraquark models. 

• No signal found despite trying different kinematic & quality cuts, 
variants of bkg. modeling and fit regions. 
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unknown branching fraction of the X(5568)± ! B0
s p± decay, are computed to be:163

rX < 1.1% at 95% CL for pT(B0
s) > 10 GeV and164

rX < 1.0% at 95% CL for pT(B0
s) > 15 GeV.165

166

The upper limits on rX presented in this Letter are a factor of two more stringent than the167

previous best limits, and do not confirm the existence of the X(5568) state. These limits are168

also valid for a spin-1 state decaying into B⇤0
s p±. Additionally, upper limits are set for different169

values of mass and natural width of a hypothetical exotic resonance decaying into B0
s p±.170
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Previous results:      

New Bsπ± state

The ratio ρ of X(5568) to B0
s
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10 < pT (B0
s ) < 15 GeV 15 < pT (B0

s ) < 30 GeV

Parameter 10 < pT (B0
s) < 15 GeV/c2 15 < pT (B0

s) < 30 GeV/c2

N (X(5568)) 58.6 ± 16.7 67.5 ± 21.8

M (X(5568)) 5566.3 ± 3.3 5568.9 ± 4.4

Γ (B+
s (5568)) 18.4 ± 7.0 21.7 ± 8.4

N (B0
s ) 2463 ± 63 1961 ± 56

ϵ(π±) (26.1 ± 3.2)% (42.1 ± 6.5)%

ρ(X(5568)/B0
s) (9.1 ± 2.6 ± 1.6)% (8.2 ± 2.7 ± 1.6)%

Averaging over 10 < pT (B0
s ) < 30 GeV ρ = (8.6 ± 1.9 ± 1.4)%.

This study also makes a good cross-check.
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for  pT(B0s) > 10 GeV & |y| ≲ 2

simulation sample, uncertainties associated with ϵrelðXÞ
arise due to the precision with which the companion pion
reconstruction and particle identification efficiencies are
known [18,19]. The uncertainties from different sources are
combined in quadrature and give a total that is much
smaller than the statistical uncertainty. To obtain results that
can be compared to those for the claimed Xð5568Þ state
reported by the D0 Collaboration, additional systematic
uncertainties are assigned from the changes in the results
for ρLHCbX when the mass and width parameters are varied
independently within # 1σ ranges from their central values.
These are the dominant sources of systematic uncertainty.
To cross-check the results, candidates are selected

with criteria similar to those used in the observation of
Bc

þ → B0
sπþ decays [20], with consistent results. In

addition, B0 → D−πþ decays are used to create B0πþ

combinations, and the results on the excited B states of
Ref. [5] are reproduced.
The values of ρLHCbX for the two B0

s decay modes are
consistent and are therefore combined in a weighted
average. In the average, systematic uncertainties are taken
to be uncorrelated between the two B0

s decay modes. An
exception is made when obtaining results corresponding to
the claimed Xð5568Þ state, where the uncertainty due to the
limited precision of the reported mass and width values [3]
is treated as correlated between the two modes. These
results are

ρLHCbX ½pTðB0
sÞ > 5 GeV& ¼ −0.003 # 0.006 # 0.002;

ρLHCbX ½pTðB0
sÞ > 10 GeV& ¼ 0.010 # 0.007 # 0.005;

ρLHCbX ½pTðB0
sÞ > 15 GeV& ¼ 0.000 # 0.010 # 0.006;

where the first uncertainty is statistical and the second is
systematic. Since the signal is not significant, upper limits
on ρLHCbX are obtained by integration of the likelihood in the
positive region to find the value that contains the fraction of
the integral corresponding to the required confidence level
(C.L.). The upper limits at 90 (95)% C.L. are found to be

ρLHCbX ½pTðB0
sÞ > 5 GeV& < 0.011 ð0.012Þ;

ρLHCbX ½pTðB0
sÞ > 10 GeV& < 0.021 ð0.024Þ;

ρLHCbX ½pTðB0
sÞ > 15 GeV& < 0.018 ð0.020Þ:

No significant signal for a B0
sπ# resonance is seen at any

value of mass and width in the range considered. To obtain
limits on ρLHCbX for different values of these parameters, fits
are performed for widths (Γ) of 10 to 50 MeV in 10 MeV
steps. For each width, the mass is scanned in steps of Γ=2,
starting one unit of width above the kinematic threshold
and ending approximately one and a half units of width
below 6000 MeV. The upper edge of the range is chosen
because an exotic state with higher mass would be expected
to give a clearer signature in the B0K# final state [21]. The

results are obtained in the same way as described above,
and converted into upper limits that are shown in Fig. 3.
The upper limits are weaker when a broader width is
assumed, due to the larger amount of background under the
putative peak. The limits also become weaker when there is
an excess of events in the signal region, although all such
excesses are consistent with being statistical fluctuations.
The method used to set the upper limits smooths out any
negative fluctuations.
In summary, a search for the claimed Xð5568Þ state has

been carried out using a data sample corresponding to
3 fb−1 of pp collision data at

ffiffiffi
s

p
¼ 7 and 8 TeV recorded

by LHCb. No significant excess is found and thus the
existence of the Xð5568Þ state is not confirmed. Upper
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FIG. 3. Upper limits (ULs) at 90% confidence level (C.L.) as
functions of the mass and width of a purported exotic state X
decaying to B0

sπ# with minimum pTðB0
sÞ of (top) 5 GeV, (middle)

10 GeV, and (bottom) 15 GeV. The same limits also apply to a
possible exotic meson decaying through the chain B(0

s π# , B(0
s →

B0
sγ where the photon is excluded from the reconstructed decays.

In the latter case the nominal mass difference mðB(0
s Þ −mðB0

sÞ ¼
48.6þ 1.8

−1.6 MeV [14] has to be added to the values on the x axis to
get the mass of the exotic meson under investigation.
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FIG. 3. Upper limits (ULs) at 90% confidence level (C.L.) as
functions of the mass and width of a purported exotic state X
decaying to B0

sπ# with minimum pTðB0
sÞ of (top) 5 GeV, (middle)

10 GeV, and (bottom) 15 GeV. The same limits also apply to a
possible exotic meson decaying through the chain B(0

s π# , B(0
s →

B0
sγ where the photon is excluded from the reconstructed decays.

In the latter case the nominal mass difference mðB(0
s Þ −mðB0

sÞ ¼
48.6þ 1.8

−1.6 MeV [14] has to be added to the values on the x axis to
get the mass of the exotic meson under investigation.
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LHCb [PRL 117, 152003 (2016)]

D0

D0: reconfirms with 6.7σ using Bs semileptonic decays [PRD 97, 092004 (2018)]

CDF: ρ < 6.7%  for pT(Bs) > 10 GeV & |y| ≲ 1  
does not favor D0 results [PRL 120, 202006 (2018)]

ATLAS: ρ < 1.6% for pT(Bs) > 10 
GeV & |y| ≲ 2 [PRL 120, 202007 (2018)]
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Summary and outlook
• CMS has produced several competitive results related to 

searches, production, polarization, lifetimes, and other 
properties of B hadrons and quarkonia. 

• The Bc, B-baryon, quarkonium and exotic hadrons program will 

continue and benefit from the additional data in Run II.

"21

ᶰ → ᶞ+ᶞ- barrel

5

ᶍ(nS) → ᶞ+ᶞ- barrel

15

B± → J/ᶪ K± inclusive - mass projection

18Mass = 5.2784 ± 0.0001 (stat.) GeV

X(3872) → J/ᶪ ᶢ+ᶢ- displaced

33Mass[X] = 3.8716 ± 0.0006 (stat.) GeV

ᶩc → ᶕ J/ᶪ (→ ᶞ+ᶞ-)

35Mass[ᶩc1(1P)] = 3.504 ± 0.001 (stat.) GeV, Mass[ᶩc2(1P)] = 3.548 ± 0.001 (stat.) GeV

ᶩb → ᶕ ᶍ (→ ᶞ+ᶞ-)

37

Mass[ᶩb1(1P)] = 9.890 ± 0.001 (stat.) GeV, Mass[ᶩb2(1P)] = 9.910 ± 0.001 (stat.) GeV
Mass[ᶩb1(2P)] = 10.248 ± 0.001 (stat.) GeV, Mass[ᶩb2(2P)] = 10.260 ± 0.001 (stat.) GeV
Mass[ᶩb1(3P)] = 10.497 ± 0.001 (stat.) GeV, Mass[ᶩb2(3P)] = 10.507 ± 0.001 (stat.) GeV
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