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Objective

= [0 perform a technical
analysis of the viability to
replace a lape Library
for a Disk Only based
solution




Motivation

Tier-2 sites
(about 140)

CERN uses a hierarchic
scheme for the
management of its data.

Classified by different
levels of Tiers, each one
with different technical
requirements and services




Tier-0

x CERN Data Center

» Collects all data generated by detectors (e

® Do a first reconstruction of the data
= Distribute the raw and reconstructed data to Tier-1

» [t has the custodial of all the information, past, present and
future; generated by the LHC and other experiments.

= Around 100 PB of capacity installed



Tier-1

= Primary responsible for safe keeping a copy of the CERN raw and
reconstructed data.

= Distributes data to Tier-2 centers and keep safe a copy of the data
generated by the Tier-2.

x  Anual availability > 98 %, fast response time on failures.
x Must have a 10 Gb connectivity to Tier-0.

= A combination of mass storage based on hard drives and
tapes is a requirement for an optimal performance and long
term custodial of the Tier-0 data.

» 13 sites around the world: only 2 in America in USA.



lier-2

= Provides sufficient computing power to do tasks of production and reconstruction.
= Provides sufficient storage for temporal and long term backup: of data.
x Annual average availability > 95%
x UNAM has one Tier-2 data center for the ALICE experiment.

= 456 TB of storage in disks

= 1024 cores
= Te objective is to scale this Tier-2 data center to a Tier-1

= 10 Gb connectivity to CERN it is now possible from ICN

= The minimal requirements are 2 PB of raw capacity in tapes scalable
up to 10 PB for RUN-3



lape Library

» A tape library is a robotic
system that automates = |
the management of tape ™=
cartridges; from hundred

to thousands of tapes.

= [he most distinctive
attriobute of a tape Is Its
low energy requirements
as a backup system.
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Power consumption of the media

= Tapes
= [he media without access do not require any energy
= [he drive (reader) required to access the media goes from 12 to 20 watts.
= Hard drives
= Energy requirements varies according to the operation mode of the drive
x Active mode: ~9 Watts
x Standby mode: ~7 Watts
x Sleep mode: 0.5 Watts

= New technology of “Green Drives” can save energy by commuting
between operation modes

»x This process reduces the life time of the drive.



Testbed for Green Drives

= 4 WD Intellipower hard drives
v '.
» 3 TB each & m
‘
x 5200 RPM 37.‘.3..*2:5‘”1'*
= 8s idle before switching to Standby power mode
= 1 WD formatted with ext4

x 1 WD formatted with xfs

= Both mounted
»x NO access to the drives

x 2 WD as system's drives with ext4
= |n normal use in a compute node

= A Ganglia's python module was made to check the smart counters



Green disk duty-cycle

x Maximum Load/Unload (active-sleep mode) cycles:
300,000

x Default parking time after 8s of inactivity

x (Guarantee 2 years => 2 years of work at 24x7/
2y * 365 dly * 24 h/d * 60 m/h * 60 s / 300,000 =

210 s/cycle ~ 1 parking cycle every 3.5 minutes

n order to use a Green Drive as a long term lbackup
media, the filesystem synchronization must be very
infrequent when there is no read/write operations.




HD duty cycle: Inactive filesystem 24 h

smart_sda load cycle count smart_sdb load cycle count

1 Activity increases the duty cycle

' 20
Wed 12: 00 Thu 00: 00 Wed 12: 00 Thu 00: 00

smart _sda power mode smart_sdb_power_ mode
1.0f 1.0%

0.5 Disks are alway in Standby mode

(0] - 0.0
Wed 12: 00 Thu 00: 00 Wed 12:00 Thu 00: 00

diskstat sda writes diskstat sdb writes

1.0f 1.0f
wn

0.5 No write activity on the disks
=

0.0 » 0.0
Wed 12: 00 Thu 00: 00 Wed 12: 00 Thu 00: 00

diskstat_sda_reads diskstat_sdb_reads
20 1 20 4

10 . Some reads to test duty cycle

l ;reen Storage
0+ » 0
Wed 12:00 Thu 00: 00 Wed 12:00 Thu 00: 00




HD duty cycle: Linux OS system on ext4, 2 servers 1 day

smart_sda_load_cycle_cc Systems are mostly Iogging rt sda load cycle count
2.0k? TVURN
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1.2 k 2.0ky
Wed 12:00 Thu 00: 00 Wed 12:00 Thu 00:00

B tocht1i64-02.nucleaffes.unamimx last d#y B tocht1i64-05.nucleares.unam mx last day

4.0 k
3.0k

(now 1,843) (now 4,785)

t _sdajwrites diskstat_sda jwrites
goo m

00 m | \ery low activity, not sensed
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B tocht1i64-02.nucleafes.unam.mx ldst da Bl tocht1164-05.nucleares . .unam/mx last day
(now 21.00) (now 0.00)

at sda reads diskstat_sdaYreads

Low Continuous Activity — Increase parking cycles

0.6 |
0.4 |
0.2 |
L N I ghoi i i W > 0.0

Wed 12:0 Thu 00: 00 Wed 12:00 Thu 00: 00
High Activity — No parking cycles, disk remains in active mode “"#":"™ ‘2=t 2y
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Green HD useful duty cycle pattern

smart_sda_load_cycle_count . Disk must have periods of high
Rl constant write or read activity
Lo mixed with periods of no activity in
ii’ : order to preserve Iits median
| lifetime.

1.2 k+
Wed 12:00 Thu ©0: 60 Mostly the expected behavior

tochtl1164-02 .nucleares.unam.mx last day
(now 1,843) for a backup system !

Constant low activity will degrade the
median lifetime of the drive.

smart_sda_load cycle count

5.0 k- This disk has an access period of 27.5 s.

AL It has consumed 1.5% of its total parking
3.0 k cycles in 24 hours of use.

2.0 k R . . . e
Wed 12:00 Thu 00: 00 « At this rate it will start failing at 66 days.

tochtl164-05.nucleares.unam.mx last day
(now 4,785) « Some users had reported this short
lifetime.

Green Storage | * One solution is to increase the ‘idle’ 19
\ timeout to 30s.




L Ife time of the medadia

= Drive died after 151 days

x SMART counters:
x Power On hours : 3644
= | oad_Cycle Count; 333112

x [hiS doesn’t means that drives are defective,
but that they are used incorrectly.

= |n order to use a Green Drive as a backup

media the access pattern must be the
correct.



Median life time ot a hard drive

Backblaze

Study based on 25,000 drives for 4 years
Desktop hard drives with 3 years guarantee

6 Year Expected Median Drive Life

1002

Drives Have 3 Distinct Failure Rates
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https://www.backblaze.com/blog/how-long-do-disk-drives-last



https://www.backblaze.com/blog/how-long-do-disk-drives-last

Power demand

® Appart of the media requirements of energy, each solution
has associated an infrastructure that requires energy.

® [emperature, humidity and dust control

® [apes are more sensible to this factors than disks

x UPS Backup energy
x Platform dependent energy

® Motherboards, Enclosures, Tape readers, etc.



Scalabllity

= One important factor when selecting a backup system is its possibility to
Increase its capacity as the need for space increase in time.

x [or a tape library its scalability possibilities are defined at the beginning.

xS0 it is important to define which is the maximum expected space required
in the future.

= How do this impact in the cost at the first purchase?

» [For a disk based solution, the limit 1s imposed mainly by the middleware that
support the filesystem.

x EOS at the moment can manage hundred of Petabytes.

= For an ALICE-T1 a tape storage of 2 PB are required and 10 PB will be
needed for RUN-3



EOS as a custodial system

®x Open source distributed disk storage system
® Use commodity hardware
» Scalability: hundred of Petabytes

x Redundancy by replicas and BAID-like levels (reduce effective total
capacity)

® General purpose file system.

x Combined with SMR drives and power-saving capabilities reduce
the total cost per terabyte.



Cost estimation

EOS

with  Oracle 1By WP Quantum SPECTRA

1 PB StorageTek

Drives

Tape
BIVES $67,000

+media  $134,000
+library

Tape library costs obtained

—0S solution based on actu

$162,354 $268,477 $301,563 $219,344 $229,470

from an Oracle study of 2013.

al quotes.



Conclusions

x A solution based on Green Hard Drives seems to be a good
replacement for a Tape Library System if:

® [he access pattern to the drives preserve them with small
periods of high activity mixed with long periods of low activity

= [he access pattern also influence on the power consumption
on the solution

® [ape Libraries are cost effective if the amount of storage is in
the order of 10 PB according to CERN experts.



Next steps

x |CN will soon have a 10 Gb fiber connection to USA

x [his accomplish the network requirement for a 11

x [N the next months ICN will install a small EOS solution lbased on
Green Drives 1o test the behavior in terms of energy and pattern
access of a backup system for an ALICE’s T1

x Quotes for Tape Libraries for 2PB scalable to 10PB will be
requested to providers in order to have a real comparison between

solutions.

x |[f Green Storage Is cost effective, a proposal to the Alice data group
will be done in order to replace the Tape Library for a Disk based
solution and install a T1 at UNAM.



Report of the production of
the ALICE's UNAM-T2
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omputing Besources

Active jobs in UNAM T1
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CPU time contributed last year

Total CPU time for ALICE jobs

5.245 M
5.007 M A

= | JNAM contributed:
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Storage resources UNAM-T2

Traffic IN

Traffic OUT

1.819 PBJs
931.3TBJs

21.83 BB -

20.92 PBJs
20.01 PBJs
19.1 PBJs 1
18.19 PBJs
17.28 PBJs
16.37 PBJs
15.46 PBJs
14.55 PBJs
13.64 PBJs
12.73 PBJs -
11.82 PBJs -
10.91 PBJs -
10 PB/s
9.095 PB/Js 1
8.185 PB/Js 1
7.276 PBJs

6.366 PB/s
5.457 PBJs
4.547 PBJs
3.638 PBJs
2.728 PBJs

1.819 PBJs -
931.3TB/s -

0BJs

Aggregated network traffic per SE
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Storage resources UNAM-T2

Read files from SEs
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